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Abstract

This paper estimates the price impacts of the unanticipated closure of Hazelwood, a large
brown coal power plant (1600 MW) in Victoria, Australia. We measure the total impact of the
closure on prices in Australia�s National Electricity Market for each half-hour interval and for
each state 3 months, 6 months, and 12 months from closure. We also break down the impact
into direct and indirect e¤ects. We �nd that the total impact of the closure on prices varies
considerably across half-hours. The results vary not only in magnitude and across time, but
also in statistical signi�cance. Our estimates suggest an upper bound for the impact on the
average half-hourly price of $18.90/MW 12 months from closure, with a total market impact of
$4,287.7 million. When we break down the total impact into direct and indirect e¤ects, we �nd
the latter to be the main driver of our results. In particular, we �nd that the reduction in the
prices because of increased wind generation in a given half hour �the merit-order e¤ect �has
decreased markedly following the closure, and this largely explains the observed price increases
post-closure.
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1 Introduction

The energy transition around the world is happening at a much faster pace than most had antici-

pated (IEA, 2021a). This faster transition requires regulators to encourage investment by providing

regulatory certainty and managing energy systems with an ever-increasing penetration of variable

renewable energy.1 This paper provides a measure of the economic cost of regulators� failure to

anticipate the impact of the energy transition. We estimate the price impacts of the closure of

Hazelwood, a large brown coal power plant (1600 MW) in Victoria, one of the states in Australia�s

National Electricity Market (NEM). Hazelwood, with an approximate 20% market share in the

Victorian NEM region, ceased operating in April 2017; the owners provided less than 5 months�

notice. The unanticipated closure exposed the lack of a regulatory framework to govern the exit of

coal power plants.

The notion that the increased penetration of renewables would adversely impact the economics

of coal power generation has been well estabished for quite some time. This occurs mostly through

the combination of declining spot market revenues and rising costs because of reduced availability

and utilisation. Our main contribution is to provide an econometric estimate of the impact of

Hazelwood�s exit on wholesale prices for each half-hour of the day.

We estimate the impact of the closure using two complementary approaches. First, we take

the standard approach of measuring the total impact by adding a dummy variable to our price

regression that captures the price changes that occurred in the NEM during each half-hour interval

for each state (once all other explanatory factors are considered) over the 3 months, 6 months,

and 12 months after the closure. Our second approach entails breaking down the total impact into

direct and indirect e¤ects. The indirect e¤ect refers to whether the impact of additional solar or

wind production on NEM prices changed after the closure. That is, the indirect e¤ect measures

any change in the magnitude of the merit-order e¤ect as a result of the closure. The direct impact

is measured by a dummy variable that re�ects the impact 12 months after the closure, controlling

for the indirect e¤ect.

Our novel approach of estimating total, direct, and indirect impacts yields some interesting

insights. First, and perhaps not surprisingly, the total impact of Hazelwood�s closure on prices

varies considerably across half-hours. The results vary not only in magnitude but also in statistical

signi�cance, and clearly point to a positive and signi�cant (in the sense that it contributes to

wholesale price increases) or statistically insigni�cant e¤ect (depending on the half-hours we look

at). Clearly, our results suggest caution in using changes in average daily prices to measure the

1Recognition of the role of regulators in the energy transition is made visible, for example, by the recent launch
of the Regulatory Energy Transition Accelerator (RETA). This is a global initiative that brings energy regulators
together to discuss the challenges they face and share best practices. In addition to the IEA, the RETA includes the
UK�s O¢ ce of Gas and Electricity Markets (Ofgem), the International Renewable Energy Agency (IRENA), and the
World Bank (IEA, 2021b).
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impact of the closure.

Second, we �nd that the total impact is larger than the direct impact (which in fact is estimated

to be negative), which suggests that the indirect e¤ect must have induced an increase in wholesale

prices. In particular, the closure reduced the magnitude of the merit-order e¤ect of wind generation.

That is, additional wind generation in a particular half-hour leads to a smaller reduction in NEM

prices for that half-hour after the closure than it would have had there been no exit. This is

a counterintuitive result, since the closure of a low (private) marginal cost generator means that

additional wind generation in a particular half-hour replaces a higher cost generator, and, everything

else the same, should result in a larger �rather than smaller �merit-order e¤ect.

Our estimates also allow us to measure the costs, in terms of the accumulated increase in prices

multiplied by the respective quantities, of the failure of regulators to have an exit mechanism in

place prior to the closure. We can then compare the impact on prices with the amount that was

required for Hazelwood to remain operational. We note, however, that our cost estimates only

capture the impact on spot market prices and ignore the impact in other markets. The closure

has certainly impacted forward contract prices, and likely impacted the market prices of ancillary

services and may have led to a larger number of costly interventions by the market operator to

ensure resources adequacy.

We also note that the emissions intensity of a brown coal generator such as Hazelwood was very

high, and therefore its exit had signi�cant environmental bene�ts. While the purpose of our paper

is not to carry out a fully �edged cost-bene�t analysis of the Hazelwood plant closure, Section 6

provides an estimate of the net impact on emissions. Our calculations suggest a market value of

reduced emissions that is far smaller than the impact of the exit on market prices.

Understanding the market impact of the exit of large coal power plants throughout the day

is also important from the perspective of investors and the market operator. Moreover, the more

signi�cant increase in solar generation from 2018 has further undermined the economics of coal

generation (see Gonçalves and Menezes, 2022), which raises questions about the e¤ectiveness of the

3-year closure rule. The Energy Security Board is currently working to ensure resources adequacy,

given that coal will exit the market faster than anticipated (ESB, 2021). There have also been

more recent announcements of the early closure of other coal power plants.2

The paper is organized as follows. Section 2 provides a brief background of the NEM and the

Hazelwood power plant; Section 3 contains a short review of the literature; Section 4 describes

the data used, and Section 5 describes our empirical approach; Section 6 presents the results, and

Section 7 concludes.
2See https://www.abc.net.au/news/2022-02-17/origin-to-shut-eraring-power-station-early/100838474.
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2 Background

The NEM, which started operations in December 1990, is one of the world�s longest interconnected

power systems. It encompasses around 150 large power stations (and approximately 240 plant units

in total). The transmission network comprises around 40 thousand km of high voltage power lines,

and transports electricity to large energy users and distribution networks. A competitive retail

market services approximately 10 million residential, commercial, and industrial energy users.3

The NEM is an energy-only gross pool �that is, all electricity is traded on the spot market.

Prices and the quantity dispatched by each generator are determined through the interaction of

the bids made by generators and system demand (total demand net of household PV generation).

A dispatch price for each of the NEM regions4 is set every 5 minutes and is equal to the bid of

the marginal generator. Until October 2021, six dispatch prices were averaged every half hour to

determine the spot price for each trading interval. System demand can be met within one region or

across regions. Interconnectors deliver energy from lower-price regions to higher-price regions, thus

linking prices across regions. However, when interconnectors are constrained, electricity continues

to be transported from a lower-price region and sold in a higher-price region up to the capacity of

the interconnector, but prices are no longer codetermined.5 The wholesale market is complemented

by a sophisticated derivative market that connects the economics of the physical power system to

investment and resource adequacy.

Arguably, the NEM has been successful in promoting allocative and dynamic e¢ ciency.6 In

particular, the NEM�s very high market price cap (currently at A$15,100/MWh) has ensured that

the �missing money�problem that prevailed in many electricity markets around the world did not

manifest itself in the NEM.7 This success, however, has ended for a number of reasons, including

the uncoordinated exit of a large coal power plant, climate change policy uncertainty, and the

discontinuity of the carbon price in 2014, with consequential developments in the gas market.8

Out-of-market mechanisms, such as renewable certi�cates, severed the link between NEM prices,

investment requirements, and system operations.9

These severed links, and the increased penetration of renewables, undermined the economics

of coal power stations. The resulting declining spot market revenues and rising costs, because of

3See, for example, Australian Energy Regulator (2018a), Chapter 2.
4There are �ve regions in the NEM: New South Wales, Queensland, South Australia, Tasmania, and Victoria.
5Detailed information on the least-cost, security-constrained dispatch process followed by the market oper-

ator can be found at https://aemo.com.au/en/energy-systems/electricity/national-electricity-market-nem/system-
operations/dispatch-information.

6See, for example, Simshauser (2019c).
7The missing money problem refers to the fact that imperfections in wholesale energy-only electricity markets,

such as market price caps, result in generators�not earning net revenues that are su¢ cient to support investment
in a least-cost portfolio of generating capacity and to satisfy consumer preferences for reliability. See, for example,
Joskow (2007) and Joskow and Tirole (2007).

8See, for example, Simshauser (2019a).
9See, for example, Simshauser (2019b) and Gonçalves and Menezes (2022).
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reduced availability and utilisation, led to the closure of the 540 MW Northern Power Station in

mid-2016. Two months later, the 1600 MW Hazelwood Power Station in the adjacent VIC region

(with a 20% market share) announced it would close on 01 April 2017. Hazelwood was a brown

coal-fuelled thermal power station in the Latrobe Valley of Victoria, Australia. It was a subcritical

pulverized coal-�red boiler and supplied a substantial amount of baseload power.

The closure of Hazelwood was driven by mounting capital reinvestment requirements ($400

million) related to plant safety, and it had a signi�cant impact on market prices.10 As pointed out

by Simhauser (2019c), �... annual wholesale spot market turnover rose from $7.7 billion to $17.2

billion either side of the Hazelwood exit.�Following Hazelwood�s exit, regulators introduced a legal

requirement for the continuous disclosure of plant exit timing (referred to as the 3-year closure

rule).

The Australian Energy Regulator (2018b) investigated the market impact of the closure of

Hazelwood and concluded:

Our key �nding is that the exit of Hazelwood removed a signi�cant low fuel cost gen-

erator, which was largely replaced by higher cost black coal and gas plant �at a time

when the input costs of black coal and gas plant were increasing. These factors, in

turn, drove signi�cant increases in wholesale electricity prices. We found no evidence

to suggest that prices were being driven by rebidding close to dispatch, or physical or

economic withholding �behaviours more usually associated with the exercise of market

power.

Our approach allows us not only to measure the total impact on prices for each half-hour that is

solely attributable to the closure, but also to explore whether the closure has had an impact on the

magnitude of the merit-order e¤ect �i.e., the reduction in prices in a particular half-hour associated

with increased production of renewables in that half-hour. Understanding such a relationship will

be even more important in designing regulatory practices to address the exit of coal from the NEM

at a much faster rate than originally anticipated in the context of a much higher penetration of

renewables.

3 Relation to the literature

Competitive wholesale electricity markets, in which prices are determined by the interaction of

supply and demand, are pervasive around the world. It is well understood that in such markets,

the presence of zero-marginal-cost renewable generators will tend to reduce the wholesale price at

the time of generation, this is the merit-order e¤ect.

10See Simhauser (2019c).
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Early literature on the contemporaneous merit-order e¤ect includes (among several others)

Azofra et al. (2014); Clò et al. (2015); Cludius et al. (2014); Gelabert et al. (2011); Ketterer

(2014); and Woo et al. (2011). Speci�cally for the NEM, Bell et al. (2017); Csereklyei et al.

(2019); Cutler et al. (2011); Forrest and McGill (2013); Gonçalves and Menezes (2022); McConnell

et al. (2013); and Simshauser (2018) have provided support for the merit-order e¤ect, albeit

using markedly di¤erent methodologies. The papers that are methodologically closest to ours are

Csereklyei et al. (2019); Clò et al. (2015); Cludius et al. (2014); and Gonçalves and Menezes

(2022).

Csereklyei et al. (2019) analyse the merit-order e¤ect of solar and wind production in the NEM

between 2011 and 2018, and whether its magnitude has changed over time with the increased market

shares of solar relative to wind generation. Their empirical strategy uses both half-hourly and

daily price data in an autoregressive distributed lag (ARDL) model that controls for other relevant

explanatory factors of price �namely, the price of natural gas � in their daily price regressions.

The results are suggestive of a strong contemporaneous merit-order e¤ect, for both wind and solar

production.

The econometric approach to estimating the contemporaneous merit-order e¤ect followed by

Csereklyei et al. (2019) is somewhat di¤erent from ours: the dependent variable is the half-hourly

price observed in each state, and explanatory factors include (i) solar and (ii) wind production in

each half-hourly interval, as well as (iii) total demand, and (iv) half-hourly, weekday, and month

�xed e¤ects; an annual time trend; and state �xed e¤ects (Tasmania is excluded from the analysis).

Because of the estimation methodology adopted �ARDL �two lags of half-hourly (v) prices and

(vi) total demand are also included to address autocorrelation issues. Under this approach, all

observations are pooled and (implicitly) speci�c half-hourly time slots are assumed (all else equal)

to induce a level change in prices. In other words, what is estimated is an average merit-order e¤ect

across half-hourly intervals throughout the day. By contrast, we estimate the merit-order e¤ect

(separately) for each of the 48 half-hourly intervals in the day. Our approach explicitly recognises

that the impact of solar or wind production on prices (as well as that of other explanatory variables)

may di¤er signi�cantly across half-hourly slots, since the marginal generator is likely to be di¤erent.

In addition, di¤erent from Csereklyei et al. (2019), we consider the integrated nature of the

NEM: Whereas Csereklyei et al. (2019) use solar, wind, and total demand in each state (and in

each half-hour) as explanatory variables, we consider solar, wind, and total generation (in each

half-hour) across states, and we include an �excess demand�variable to account for state-speci�c

imbalances between generation and supply.

Moreover, Csereklyei et al. (2019) only include other explanatory factors for prices, such as the

wholesale price of natural gas, in the regression that has as the dependent variable the (average)

daily price of electricity. Instead, for each half-hourly slot, we consider factors that may a¤ect the

mix of electricity generation in that half-hour �namely, natural gas prices or average rainfall. We
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also include rooftop PV generation in our regression (while Csereklyei et al., 2019, do not). Finally,

we address possible serial correlation issues as well as possible dependence across the cross-sections

(that is, between the time series of the various states) by reporting Driscoll-Kraay standard errors

(for each half-hour).

Because of the close association between Csereklyei et al.�s (2019) methodology and ours, in our

robustness checks section we conduct a reconciliation exercise that shows that the main e¤ects of

the Hazelwood closure we are picking up in our half-hourly regressions also emerge when we apply

Csereklyei et al.�s (2019) estimation approach.

Clò et al. (2015) examine the merit-order e¤ect for solar and wind generation in the day-ahead

Italian wholesale market from 2005 to 2013. Although they have access to hourly price data, they

chose instead to use as the dependent variable the average of hourly prices throughout each day.

As explanatory variables they use, as we do, solar and wind production as well as total (national)

demand; they also include natural gas prices and weekday, month, and year �xed e¤ects. However,

the �quantity�variables (solar, wind, and total demand) are the daily average of hourly quantities.

Therefore, albeit for reasons di¤erent from those of Csereklyei et al. (2019), Clò et al. (2015) do

not shed light on merit-order e¤ects within each day (that is, for each hourly interval).

Cludius et al. (2014) follow an approach similar to Csereklyei et al. (2019) and regress hourly

day-ahead price data (2008-2016) from the European Power Exchange for wind, solar, and total

demand, including hourly, daily, monthly, and yearly �xed e¤ects. As with Csereklyei et al. (2019),

this regression methodology estimates an average merit-order e¤ect across all hourly slots and does

not shed light on possible within-day variations of such an e¤ect.

Gonçalves and Menezes (2022) follow an approach similar to ours, insofar as they examine

the price-setting process within the NEM for each half-hour over a long period of time (2009-

2020). Their goal, however, is to understand the medium-run impact of renewable generation, and

therefore, instead of looking at the contemporaneous merit-order e¤ect (the impact of half-hourly

renewable production on prices), they analyse the impact of total daily renewable production on

half-hourly prices. Among other explanatory factors, they control for the Hazelwood power plant

closure and �nd that it had a positive and signi�cant e¤ect on market prices in most half-hourly

slots throughout the day, with a notable exception being the time period from 16h30-19h30. In

this paper, we zero in on the impact of the exit of Hazelwood on wholesale prices

4 Data description

In our analysis, we use half-hourly data for the full year before the Hazelwood plant closure and

the full year immediately after the closure. Therefore, our data include the period from 1 April

2016 until 30 March 2018. When we refer to the period �before (after) Hazelwood closure�, we are

referring to the full year before (after) the closure. The reason for focusing on a 1-year period
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before and after the closure is straightforward: Considering a period shorter than one year would

not allow us to properly control for seasonality, especially that associated with months within the

year (and which would capture summer vs. winter e¤ects); had we considered a period longer than

1 year, there would be an increased likelihood that factors other than the ones we consider to be the

main price drivers could a¤ect the results. For instance, Gonçalves and Menezes (2022) found that

the market impact of solar production depends to a signi�cant degree on the evolutionary stage of

solar penetration. Looking at a 1-year period before and after closure seems to strike a reasonable

compromise.

Figure 1 displays the average weight of each of the main types of electricity production in each

half-hour before and after the plant closure. Naturally, a sharp drop � of around 5 percentage

points �is observed for brown coal production in the NEM, and this is rather evenly spread across

half-hourly slots. This drop in the weight of brown coal production was compensated for by an

increase of black coal production (around 3 percentage points) and natural gas production (around

2 percentage points). Again, these �compensations�were fairly evenly spread throughout the half-

hourly slots during the day. Changes in the weights of solar, wind, and hydro production were

fairly modest (less than 1 percentage point). In particular, solar production during this period had

a very low weight in price formation in the NEM. Gonçalves and Menezes (2022) show that the

impact of daily solar production on prices changed substantially from the second half of 2018, with

the addition of signi�cant solar capacity to the NEM.

Figure 2 displays the average price in each of the �ve states for each half hour slot, before

and after the plant closure. QLD and NSW register (on average) price increases, but the most

signi�cant price changes were observed in VIC and TAS, where prices increased signi�cantly �in

VIC, across all half-hour slots, and in TAS mainly during the afternoon and night.

Figure 3 provides a more dynamic perspective on changes in the weight of each type of electricity

production. It depicts the monthly average weight of each type of electricity production in the 12

months before and 12 months after the plant closure (which occurred in April). The weight of

brown coal production drops markedly in April 2017 (top left panel); the second largest drop

occurs much later in the year, in the months of September-December. The weight of black coal

increases more markedly in July and then in October-December (top right panel). The weight of

natural gas production increases through the rest of the months of 2017, until December (middle

left panel). Solar and wind production do not display unidirectional changes in their weight in

total production: In some months their weight increases and in others it decreases (middle right

and bottom left panels). Generally, the average weight of solar and wind production before and

after the plant closure is largely unchanged. Finally, hydro also displays some volatility and, on

average, approximately a 1 percentage point drop in its weight in total production (bottom right

panel).
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Figure 1: Weight of each type of electricity production, before and after closure, by half-hourly
slots

5 Empirical approach

Our goal is to assess the impact of the Hazelwood power plant closure on within-day electricity

prices (that is, for every half-hour of the day). As such, we exploit the half-hourly nature of

wholesale price setting in the NEM.

We adopt a widely used methodology, especially in the �eld of �nance: an event study (see

Campbell et al., 1997, or Kothari and Warner, 2007). We start by de�ning a model that explains

NEM prices unconditional on the Hazelwood closure. We then calculate the price impact of the

closure as the di¤erence between observed prices post-closure and predicted prices had the closure

not occurred.
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Figure 2: Average wholesale prices in each state, before and after closure, by half-hourly slots

We proceed in two di¤erent (but complementary) ways: First, we estimate the total impact of

the closure on NEM prices. Since this impact may have been di¤erent in the months following the

closure, we estimate the impact on prices in the 3, 6, and 12 months following the closure. This

�dynamic�perspective allows us to understand at which point in time subsequent to the closure the

impacts were larger (or smaller). Second, we put forward the idea that this total impact is in fact

a combination of two e¤ects: a direct e¤ect, whereby the plant closure�s impact on prices is due to

changes in the industry supply curve that follows from the exit of a competitor and/or any changes

in bidding behaviour that re�ect possible changes in generators�market power; and an indirect

e¤ect, whereby the closure of a coal power plant may a¤ect the magnitude of the merit-order e¤ect.

As is well known in the contemporaneous merit-order literature referred to above, solar and wind

production typically drive down wholesale electricity prices because their low marginal production
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Figure 3: Average monthly weight of each type of electricity production, before and after closure

costs replace higher-cost technologies. We propose that the unexpected and uncoordinated closure

of a such a large coal power plant (which could have been used to o¤set renewable �uctuations) may

a¤ect the relationship between renewable production and wholesale prices. This could be especially

true where Hazelwood�s output could be counted on during the late afternoon, as solar production

comes to an end. Broadly speaking, the total impact would be the sum of the direct and indirect

e¤ects.

To estimate the total impact, we proceed as follows. In the NEM and the period under analysis,

prices are established on a half-hourly basis for each state. For every half-hour of each day (which

we de�ne as �hh�) from 1 April 2016 to 30 March 2018, the dataset contains wholesale prices for

each state s. That is, we have a panel dataset: For each of the �ve states, we have a time series

of half-hourly prices. Let t = 1 day (this will be used to denote the lagged variables; see below).
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In this context, as our baseline regression, we estimate a (state) �xed e¤ects model separately for

every half-hour of the day:

Phh;s = �
Hazelwood_3
hh :Hazelwood_3 + �Hazelwood_6hh :Hazelwood_6 + �Hazelwood_12hh :Hazelwood_12 +

+�hh;s + �
solar
hh :Solarhh + �

wind
hh :Windhh + �

ngas
hh :NaturalGashh +

+�rainNSWhh :RainNSWd + �
rainNSW
hh :RainTASd + �

householdPV
hh :HouseholdPVhh +

+

6X
t=1

�hh;t:Phh�t;s + hh:Xhh;s + "hh;s

(1)

Hazelwood_3, Hazelwood_6 and Hazelwood_12 are dummy variables that take the value of

1 for the period 3, 6, and 12 months (respectively) after the closure. These are the main variables

of interest. Their coe¢ cients provide an estimate of the price changes that occurred in the NEM for

each half-hour interval in each state that can be attributed to the closure (once all other explanatory

factors are taken into account). As we outline above, the estimated coe¢ cients for these dummy

variables are an indicator of the total impact of the closure.

The variable �hh;s is a dummy variable for each state and captures possible state-speci�c (�xed)

e¤ects on prices. As other explanatory factors, we include in our regression Solarhh and Windhh;

which correspond to the total (across states) solar and wind-based (respectively) electricity inserted

into the NEM in each half-hour hh of the sample period. Naturalgas is the price of natural gas,

captured by the Declared Wholesale Gas Market (DWGM) price, which is available on an intra-

day basis in 5 schedule intervals. The price of each schedule interval for each day was matched

with the appropriate half-hour/day in our dataset. RainNSW and RainTAS contain the daily

rainfall in two locations in New South Wales and Tasmania that are close to major hydroelectric

plants in Australia. Including them in the regression allows us to control for periods of heavier

rainfall and potentially lower (opportunity) cost of water. We note, however, that around a third

of Australia�s hydroelectric capacity is pumped hydro; therefore, rainfall matters less for supply

availability. Finally, we also include in our regression total PV electricity generation by households

(HouseholdPV ). These data are available in half-hourly intervals in each of the �ve states, and

were provided by the Australian Energy Market Commission. As we have done with solar and wind

production, this variable aggregates total household PV generation in each half-hour across all �ve

states.

Note that we have deliberately excluded coal prices as a possible explanatory variable. This is

in line with the �ndings of Gonçalves and Menezes (2022), who report a negative impact of the

daily price of coal on electricity prices �a counterintuitive result. This could be due to a strategic

e¤ect, since many coal generators are not subject to coal prices because they either own or have

long-term contracts with nearby coal mines: When coal plants are called to generate during peak
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hours, they can shadow price gas generators to ensure dispatch, and thus lower wholesale prices.

Therefore, that variable does not appear to be a good proxy for coal plants�costs, and we have

chosen not to include it in our regression.

The vector Xhh;s encompasses a range of additional relevant explanatory variables: XDhh;s

is the excess demand for electricity in half-hour hh in state s and is the di¤erence, in that half-

hour, between state s�s total demand and its own electricity production. A positive value of

XDhh;s implies that state s in half-hour hh �imports� electricity generated by other states via

the interconnectors. Therefore, this variable attempts to capture the potential price impacts of

interconnection capacity constraints. TGhh measures the total electricity production in half-hour

hh across all states and captures long term-trends in demand. As we outline below, we include three

lags of this variable in the regression; that is, the total electricity produced in the same half-hour

hh in the previous three days. Finally, the dummy variables weekday and month capture weekday

or month �xed e¤ects.

As usual in this type of approach (e.g., Clò et al., 2015; Cludius et al., 2014; Csereklyei et al.,

2019; Gelabert et al., 2011; Ketterer, 2014; or Woo et al., 2011), we tested our state-level time

series for unit roots. Carrying out this type of regression with nonstationary variables could lead

to spurious results (Davidson and MacKinnon, 2004). We employed the Augmented Dickey-Fuller

(ADF) test (Dickey and Fuller, 1979), and the Phillips-Perron test (Phillips and Perron, 1988). In

both cases, we conducted a prior analysis of how many lags to consider in the test by examining the

Schwarz information criterion (SIC) and Akaike�s information criterion (AIC) for each state-level

half-hourly time series. The null hypothesis of a unit root (nonstationarity) could be rejected at

the 10% signi�cance level (and the vast majority at 5%) for all state-level half-hourly time series.

Therefore, the nonstationarity of the variables does not appear to be a problem.

However, we did �nd signi�cant autoregressive processes in most of the state-level time series.

This has led us to include lags of the electricity price (dependent variable) and of the total half-

hourly electricity generated �an approach that was also followed by Csereklyei et al. (2019). In

particular, we based our decision on the number of lags in the SIC and the AIC. For the electricity

price, we introduced six lags and for total generation we included three lags. Given that each

state-level time series is half-hourly, this means that we included in the regression the observed

price in the same half-hour in the previous week (6 days) �this is captured by coe¢ cients �hh;t;

with t = 1; :::; 6 �and the observed electricity generation in the same half-hour of the previous 3

days.

To break down this total impact into a direct and indirect e¤ect, we proceed as follows: We

create two variables that interact the dummy variable Hazelwood_12 with solar and wind pro-

duction. The purpose is to understand whether the impact of additional solar or wind production

in the NEM had an impact after the closure that di¤ers from the one it had before the closure.

In other words, the estimated coe¢ cients for these two interaction variables provide us with an
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indication of any material changes in the merit-order e¤ects that existed before the closure �that

is, the indirect e¤ect we discuss above. We focused only on the interaction with the Hazelwood_12

variable (although we also could have considered shorter-term changes in the merit-order e¤ect).

At the same time, the Hazelwood_12 dummy variable included in the regression provides us with

an indication of the direct impact of the closure on wholesale electricity prices. The regression we

estimated is as follows:

Phh;s = �
Hazelwood_12
hh :Hazelwood_12 + �hh;s +

+�solarhh :Solarhh + �
Hazelwood_12Xsolar
hh :Hazelwood_12:Solarhh

+�windhh :Windhh + �
Hazelwood_12Xwind
hh :Hazelwood_12:Windhh +

+�ngashh :NaturalGashh + �
rainNSW
hh :RainNSWd + �

rainNSW
hh :RainTASd +

+�householdPVhh :HouseholdPVhh +

6X
t=1

�hh;t:Phh�t;s + hh:Xhh;s + "hh;s

(2)

Given the nature of our panel data, it is possible that there may be correlation across states

(dependence across the cross section; see, for instance, Sara�dis and Wansbeek, 2012, or Wansbeek

and Sara�dis, 2021) and over time within each state (autocorrelation). We address autocorrelation

by including lags of the dependent variable, as well as lags of one of the explanatory variables

(total electricity generation). To deal with possible correlation between states�time series, we use

a state-speci�c variable: excess demand. As observed earlier, prices are determined simultaneously

to match supply and demand across the �ve states for each half-hour, taking technical constraints

into account. It follows that the excess demand variable is likely a main driver of a possible

correlation across states. We also report Driscoll and Kraay (1998) standard errors, which are

heteroskedasticity- and autocorrelation-consistent, as well as robust to general forms of spatial and

temporal dependence.

Finally, we highlight an important methodological point. The estimated � and  coe¢ cients in

equations (1) and (2) are often called short-run e¤ects: They give us an estimate of the immediate

e¤ect on prices of a unit change in the associated explanatory variable. However, due to the

presumed autoregressive nature of prices, any immediate changes in prices will also have an e¤ect

on subsequent days. Therefore, the long-run e¤ect of a unit change in an explanatory variable is

the cumulative e¤ect on prices. For an explanatory variable i that is not lagged in equations (1)

and (2), this long-run e¤ect is given by �i=(1 �
P6
t=1 �hh;t):

11 We are mainly interested in these

long-run estimates, and throughout the paper this is what we will be referring to.

11For the lagged explanatory variable � total electricity generation � the long-run e¤ect is given by�P3
t=0 

TG
hh;t

�
=(1�

P6
t=1 �hh;t); where 

TG
hh;0 is the coe¢ cient of the original variable (electricity generation in half-hour

hh) and t = 1; :::3 represents electricity generation in the same half-hour hh in the previous t days.
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6 Results

Figure 4: Total impact of the Hazelwood power plant closure

Figure 4 provides long-run estimates associated with �Hazelwood_3hh , �Hazelwood_6hh ; and �Hazelwood_12hh

for each half-hour of the day. Overall, the e¤ect on prices in the �rst 3 months subsequent to the

closure (that is, until 30 June 2017) was largely negative �that is, once all other factors are con-

trolled for, the closure can be associated with a signi�cant decrease in wholesale prices. This drop

in prices simply re�ects the fall in the demand for electricity as a very hot summer came to an end.

By contrast, the e¤ect on prices in the 6 months subsequent to the closure (that is, from 1

April to 30 September 2017) was largely positive. This means that the impact on prices between

July and September was very signi�cant, so much so that the negative e¤ect of the �rst 3 months

was more than overcome. These months broadly correspond to winter in Australia, and therefore

during this period the closure was more signi�cantly felt in terms of wholesale prices in the NEM.

The results for the full 12-month period subsequent to the closure are more mixed, and depend

on the half-hourly slots we consider. During the night, from 20h00 onward, the e¤ect is positive and

statistically signi�cant (except for 23h); in the 6h30 and 7h half-hourly slots, it becomes insigni�-

cant; it is again positive and signi�cant between 7h30 and 10h, and 11h30-12h and 14h-14h30. For

all other half-hourly slots, the long-run estimate is not statistically signi�cant. Therefore, whenever

it is signi�cant, the long-run estimate is positive and this occurs during the night and during several

daily periods in the morning and early afternoon.

Once we carry out the second regression, breaking down the total impact into direct and indirect
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Figure 5: Direct e¤ect of the Hazelwood power plant closure

e¤ects, we obtain the following results. Figure 5 displays the long-run estimates associated with

�
Hazelwood_12
hh �the direct e¤ect. By and large, the estimated long-run coe¢ cients are lower than

those of Figure 4: Under the �rst approach, the average total impact on prices during the day is

$6.16/MW, while the second approach suggests an average direct e¤ect of -$5.37/MW �that is, a

negative direct e¤ect. However, many of the estimated coe¢ cients are not statistically signi�cant.

If we consider only the half-hourly slots for which the coe¢ cient estimate is statistically signi�cant

(at the 10% level), the average total impact is $18.90/MW, while the average direct impact is

-$8.86/MW.12

Since the direct e¤ect estimate is negative, this suggests that the closure must have had an

indirect e¤ect that clearly contributed to an increase in prices. Figure 6 displays the impact of

solar production on NEM prices (the long run coe¢ cient estimates of �solarhh ; before and after the

closure). On average, unit increases in half-hourly (daylight) solar production before the closure

induced price increases (on average, $0.01/MW), while after the closure the e¤ect was in line with

the merit-order literature: decreases of $0.09/MW. In that sense, it appears that the closure is

associated with the emergence (on average) of a merit-order e¤ect for solar production that did not

exist before. The case of wind is the reverse (Figure 7): The closure appears to have contributed to

a reduction of the existing merit-order e¤ect. Before the closure, unit increases in wind production

led (on average) to price decreases of $0.039/MW; after the closure, an equivalent unit increase in

wind production only led to a $0.021/MW price reduction. Since wind has a larger weight in total

12 If instead we consider only the coe¢ cient estimates that are signi�cant at the 5% level, the average total impact
is $19.57/MW, while the direct impact is -$24.05/MW.
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Figure 6: Indirect e¤ect of the Hazelwood power plant closure: solar production

production in the NEM during this period, the latter is the dominant indirect e¤ect, which thus

contributes to an overall increase in prices.

6.1 The impact of other variables of interest

In this section, we consider the impact of other variables of interest in our �rst approach (equation

(1)). Figure 8 displays the impact on wholesale prices of an increase in the natural gas price.

Unsurprisingly, the coe¢ cient estimates are almost always positive, although not always statistically

signi�cant �for instance, in the period between 04h30 and 07h00 or 15h00 and 17h30. The impact

is largest between 9h and 10h and around 18h30. Prices in the NEM are often set by gas plants,

which are typically required to meet demand at peak hours.13 Therefore, increases in natural gas

prices are expected to be associated with increased wholesale electricity prices.

Also, Figure 9 shows that state excess demand plays an important role in the observed prices

in each state, especially late in the afternoon (17h-17h30). For all half-hourly slots, the coe¢ cient

estimates are positive and statistically signi�cant, which suggests that an imbalance between a

state�s total demand and its own electricity production leads to price increases, especially in the

late afternoon period.

6.2 An estimate of the market impact of the Hazelwood plant closure

In this subsection we provide an estimate of the market impact of the Hazelwood power plant

closure in the 12 subsequent months. We proceed as follows: We consider the 48 half-hourly long-

13See https://aemo.com.au/-/media/�les/major-publications/qed/2021/q1-report.pdf?la=en.
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Figure 7: Indirect e¤ect of the Hazelwood power plant closure: wind production

run estimates of the total impact of the closure (�Hazelwood_12hh , displayed in Figure 4). Broadly

speaking, these estimates correspond to the price di¤erential in the 12 months post-closure that

cannot be explained by any of the other variables in our regression and can therefore be associated

with the closure. Each of the 48 coe¢ cients provides an estimate of the price di¤erential or total

impact in a given half-hourly slot. As we state above, this total impact is (on average across half-

hourly slots) $6.16/MW. However, some of these coe¢ cient estimates are not statistically signi�cant

�a point we also note in our discussion above. If we only consider coe¢ cient estimates that are

signi�cant at the 10% level, the average (across hourly slots) total impact is $18.90/MW, as we

state above. We therefore use these total impact estimates under two approaches: In approach (i),

we use all 48 half-hourly coe¢ cient estimates of the total price impact of the closure; in approach

(ii), we only use the 30 half-hourly coe¢ cient estimates that are statistically signi�cant at the 10%

level (and consider the total impact in all other half-hourly slots to be equal to zero).

We then consider the electricity that was traded in the NEM in each half-hourly slot for the

12-month period after the closure. By multiplying the total impact estimate by the electricity

that was traded in each half-hourly slot, we are able to calculate the total market impact of the

closure. Under approach (i), this estimate is $1830.1 million; under approach (ii), it is $4,287.7

million. We can then compare these estimates of the market impact of the closure with the capital

reinvestment requirements of $400 million related to plant safety. Under our preferred approach of

only considering statistically signi�cant coe¢ cients, there is an (almost) 11-to-1 ratio between the

market impacts of the closure and the private cost for Hazelwood to remain in operation longer.

Our analysis, however, only provides a partial picture of the full impact of the closure. As we
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Figure 8: Coe¢ cient estimates of the marginal e¤ect of natural gas prices

discussed earlier, it may also have had repercussions in other markets (e.g., the forward market

or the market for ancillary services). At the same time, the exit generated direct and indirect

regulatory costs, such as increased use by the market operator of the o¤-market Reliability and

Emergency Reserve Trader (RERT) mechanism. On the other hand, the closure of a brown coal

power plant has had a signi�cantly positive environmental e¤ect in terms of lower emissions, as we

describe in Section 2.

We note that the purpose of our paper is not to carry out a fully �edged cost-bene�t analysis

of the Hazelwood plant closure. While such an analysis may be of interest, our purpose is to better

understand the impact of the closure of a large coal power plant on market dynamics. Better

understanding of the market impact may help regulators and policy makers to more e¤ectively

manage the unavoidable exit of coal power plants.

Despite this, we believe it is useful to provide an estimate of the market value of the environ-

mental bene�t associated with Hazelwood�s closure �namely, due to lower CO2 emissions. Based

on Green Energy Markets (2018), we estimate total Hazelwood generation in the year before closure

to be 9300 GWh,14 and Environment Victoria (2017) suggests Hazelwood�s CO2 emissions were

1.56 tonnes per MWh. This implies that total Hazelwood emissions in the 12 months before closure

may have totalled 14.5 million tonnes of CO2.

Hazelwood�s electricity production in the year before closure will have been substituted by other

sources in the year after closure. So we use our dataset to calculate the mix of energy sources in

14Green Energy Markets (2018) points to the 8509 GWh generated in the 11 months up to February 2017 and 9200
GWh in 2016, its last full year of operation.
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Figure 9: Coe¢ cient estimates of the marginal e¤ects of state excess demand

the post-closure period: black coal (58%), brown coal (19%), natural gas (9%), hydro (7%), and

wind (5%) were the main electricity generation sources. Using this mix, we calculate how the 9300

GWh Hazelwood generated in the year before closure (assuming its production in the year after

closure would have remained constant) will have been substituted by other energy sources. We

then use the emissions-intensity �gures of Menezes et al. (2009) to calculate the CO2 emissions

of those substitute energy sources:15 approximately 8.3 million tonnes of CO2. This suggests that

Hazelwood�s closure will have reduced CO2 emissions by around 6.2 million tonnes.

Using price data for the Australian Carbon Credit Unit (ACCU) in 2018 (with an average

price of $13.87/tonne of CO2) yields a market value of reduced emissions of $86.5 million.16 An

alternative would be to use the longer established carbon price in the EU ETS, which was on average

around e15.67/tonne of CO2 in 2018.17 Using the 2018 average exchange rate of e0.63/$ results

in a market value of reduced emissions of $155.1 million. The bottom line is that our estimates

suggest that the bene�ts of closure, in the form of reduced investment and emissions, are likely to

have been substantially smaller than the costs in terms of its market impact. At minimum, this

analysis suggests that the failure of regulators to match the pace of transformation of the electricity

sector may incur very high costs.

15The intensities used were: 1.3 tonnes/MWh for brown coal, 1 tonne/MWh for black coal, 0.55 tonnes/MWh
for natural gas (an average of open-cycle and closed-cycle gas turbines�intensities), and 0.55 tonnes/MWh for other
fossil-based fuel sources (e.g., kerosene, diesel, natural gas diesel, natural gas fuel oil) (Menezes et al., 2009).
16http://www.cleanenergyregulator.gov.au/ERF/auctions-results/december-2018.
17https://icapcarbonaction.com/en/ets-prices.
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6.3 Robustness checks

Coefficient Coefficient
(std. error) (std. error)

state f ixed effects
halfhour f ixed effects
day of w eek f ixed effects
month f ixed effects

halfhourly state solar production 0.05 0.00 0.06 0.00
halfhourly state solar production (0.01) (0.01)

halfhourly state w ind production 0.03 0.00 0.03 0.00
halfhourly state wind production (0) (0)

halfhourly state demand 0.07 0.00 0.07 0.00
halfhourly state demand (0.01) (0.01)

halfhourly state demand (t1) 0.07 0.00 0.07 0.00
halfhourly state demand (t1) (0.01) (0.01)

halfhourly state demand (t2) 0.02 0.00 0.02 0.00
halfhourly state demand (t2) (0.01) (0.01)

halfhourly price (t1) 0.55 0.00 0.55 0.00
halfhourly price (t1) (0) (0)

halfhourly price (t2) 0.06 0.00 0.06 0.00
halfhourly price (t2) (0) (0)

natural gas price 1.32 0.00
natural gas price (0.16)

rainfall NSW 0.11 0.10
rainfall NSW (0.07)

rainfall TAS 0.03 0.57
rainfall TAS (0.06)

halfhourly household PV 0.01 0.00
halfhourly household PV (0)

postHazelw ood (3 months) 7.46 0.00 12.55 0.00
postHazelwood (3 months) (2.17) (2.23)

postHazelw ood (6 months) 12.97 0.00 11.34 0.00
postHazelwood (6 months) (1.86) (1.88)

postHazelw ood (12 months) 0.90 0.40 1.89 0.08
postHazelwood (12 months) (1.08) (1.09)

constant 75.65 0.00 85.49 0.00
(5.97) (6.08)

Number of observations 175190 175190

F test 1361.0 1296.4

R2 0.38 0.38

yes yes

(1) (2)

pvalue pvalue

yes
yes

yes
yes
yes

yes

Table 1: Coe¢ cient estimates of a reconciliation exercise using the methodology of Csereklyei et
al. (2019)

To check whether our results are a¤ected by our regression approach, we sought to conduct a

reconciliation exercise using the methodology of Csereklyei et al. (2019). As we brie�y described in

Section 3, their approach relies on a �xed-e¤ects regression (including all half-hourly observations

across all states) in which half-hourly prices are explained by (1) half-hourly solar dispatch, (2) half-

hourly wind dispatch, (3) half-hourly demand, (4) half-hour dummies, (5) days of week dummies

(working days, weekends, public holidays), (6) month �xed e¤ects, (7) annual time trend, and (8)

state �xed e¤ects. In addition, to account for possible autocorrelation issues, they include two

half-hourly lags of state-level prices and demand.

Our approach includes other controls �natural gas price, rainfall, and household PV �which
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Csereklyei et al. (2019) do not include in their main regression. Therefore, in our reconciliation

exercise with their methodology, we seek to understand whether such di¤erences in control variables

are likely to in�uence the results. In doing so, we kept our day of week dummies (rather than using

a dummy for working days/weekends/public holidays, as Csereklyei et al., 2019, do). In addition,

we do not use an annual time trend, since our time horizon is much shorter.

Our �rst approach �model (1) in Table 1 �replicates Csereklyei et al.�s (2019) approach: We

do not include our controls. In our second approach �model (2) �we add our controls (natural

gas price, rainfall, and household PV) to Csereklyei et al.�s (2019) regression.

Our results show a negative e¤ect on prices in the 3 months following the closure and a 6-

month positive e¤ect. This is true across both models, and the coe¢ cient is statistically signi�cant.

Therefore, for these two time periods, the results are fully consistent with those we report for each

half-hour (Figure 4). The 12-month e¤ect is less clear-cut across models: Using Csereklyei et al.�s

(2019) approach, the e¤ect is positive but statistically insigni�cant. However, when we include our

controls �model (2) �, the e¤ect is positive and signi�cant, and this is broadly consistent with the

average positive e¤ect we �nd across all half-hours.18

7 Discussion and conclusion

This paper estimates the price impacts of the closure of the Hazelwood power station on Australia�s

National Electricity Market. We measure the total impact of the closure on prices for each half-hour

interval and for each state 3 months, 6 months, and 12 months after closure. We also break down

the impact into two e¤ects and measure the indirect impact of the closure on the magnitude of the

merit-order e¤ect, as well as its direct impact on prices after 12 months.

The total impact of the closure on prices varies considerably across half-hours. The results vary

not only in magnitude and across time, but also in statistical signi�cance. In particular, averaging

each of the 48 coe¢ cients results in a total average price impact of $6.16/MW 12 months after

the closure. However, if we only consider the coe¢ cient estimates that are signi�cant at the 10%

level, the total average price impact is estimated at $18.90/MW 12 months after the closure. These

di¤erent average estimates suggest two very di¤erent values for the total market impact (that is,

prices multiplied by quantites): $1830.1 million and $4,287.7 million, respectively.

When we break down the total impact into direct and indirect e¤ects, we obtain an estimate

of average direct impact that is negative. Therefore, in order for the total impact to be positive, it

must be that the closure had an indirect e¤ect, which clearly contributed to an increase in prices.

The implication is that the magnitude of the merit-order e¤ect � the reduction in the price in

a half-hour because of increased renewable generation in that half hour �must have decreased

18Note that Csereklyei et al. (2019) do not report long-run estimates. Instead, they report only the short-run
coe¢ cients. We followed the same procedure in this reconciliation exercise to allow for comparisons with Csereklyei
et al.�s results.
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following the closure. We show that this is indeed the case, but only for wind; during this period,

solar generation was in its very early stages and its weight in the NEM was very low.

The reduction in the merit-order e¤ect is perhaps our most signi�cant result, beyond demon-

strating the high costs of the regulatory failure associated with the lack of a mechanism to manage

the exit of coal from the NEM. As predicted by AEMO (2021), coal power plants are likely to

exit the NEM three times faster than originally anticipated, and the renewables� share of total

generation is increasing at unprecedented rates. It follows that it will be increasingly important to

fully understand the mechanism through which the exit of coal power plants impacts the reduction

in the merit-order e¤ect. This will require close examination of bidding behavior in the NEM, and

regulators are well advised to undertake such scrutiny as part of the process of designing better

rules to manage the energy transition.
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