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Abstract 

We examine the factors that influence public firms’ choice between project finance and internally 

organized investment projects. Using a large sample of syndicated deals closed between 2000 and 2020 

in conjunction with Datastream data, we find that economies of scale, agency costs of debt, and 

information asymmetry arguments affect the choice of on- versus off-balance-sheet funding. As project 

finance deals have higher borrowing costs than comparable corporate financing deals, we show that 

other firm-level countervailing benefits play a key role in the sponsoring firms’ choice: firms choose 

project over corporate financing when they are relatively larger, less profitable and creditworthy, and 

seek long-term financing; and switchers - firms that closed the two types of deals during the sample 

period - that resort to project finance tend to be more levered and have larger growth opportunity sets. 
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1. Introduction 

Corporate financial structure is not confined to the choice between debt and equity financing, 

rather, it encompasses a more complex set of contractual features. Within the class of debt securities, 

corporates typically make another choice, mainly public versus private debt. Furthermore, firms also 

have the choice to borrow on-balance-sheet or off-balance-sheet through the creation of a special 

purpose entity or vehicle (SPE/SPV).1 Mergers, spinoffs and strategic alliances are classic examples of 

such decisions (Robinson 2008). More recently, structured finance transactions, such as project finance 

(PF) and asset securitization, have increased significantly(Leland 2007). In this paper, we contribute to 

the literature on the boundaries of the firm by examining what determines which projects occur inside 

firms and which projects occur via SPEs, by exploring the rise in popularity of PF.2 

Extant structured finance literature addresses the roles of funding costs, financial flexibility, 

risk management, agency costs, information asymmetries, interest tax shields, and financial synergies 

in determining the use of off-balance-sheet debt arrangements.3 Empirically, few papers investigate the 

determinants of structured finance transactions usage by nonfinancial firms. Mills and Newberry (2005) 

find that U.S. firms with lower debt ratings and higher leverage are more likely to use R&D limited 

partnerships, structured leases, and asset securitization. They also provide evidence suggesting that 

firms with more free cash-flow to total asset ratios use more structured financing arrangements. 

Lemmon et al. (2014) show that U.S. securitization users are larger and more concentrated in the middle 

of the credit quality distribution, and that securitization minimizes firms’ financing costs. Similarly, 

Pinto and Santos (2019) show that European firms use asset-backed securities to reduce the cost of bond 

financing. Regarding PF, Hainz and Kleimeier (2012) find that political risk and creditor rights correlate 

positively with the use of PF. Likewise, Subramanian and Tung (2016) point out that PF is more likely 

 
1 Prior research on firms’ debt financing choice discusses, amongst other topics, the choice between bank and 

bond financing (Diamond 1991b, Chemmanur and Fulghieri 1994, Houston and James 1996, Krishnaswami et al. 

1999, Cantillo and Wright 2000, Denis and Mihov 2003, Morellec et al. 2015). Albeit that this stream of literature 

makes predictions about the relationship between debt source preferences and firm characteristics, it has devoted 

little attention to the firm’s choice between on- versus off-balance-sheet financing. 
2 For further discussion on PF, see Brealey et al. (1996), Kleimeier and Megginson (2000), Esty (2003, 2004a, 

2004b), Fabozzi et al. (2006), Gatti (2008), and references therein. 
3 Structured finance typically refers to off-balance-sheet contractual arrangements designed to fund a specified 

asset, or a segregated pool of assets, by setting up bankruptcy-remote corporations or other SPEs to implement 

the transaction. Structured finance techniques include asset securitization, PF, structured leases, and leveraged 

corporate acquisition (Fabozzi et al. 2006, Leland 2007, Pinto and Santos 2019). 
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in countries with weaker laws and weaker creditor rights. However, none of these analyzed how 

sponsoring firms’ characteristics impact the choice of PF vis-à-vis corporate financing (CF). If PF debt 

is more expensive than comparable CF debt (Klein et al. 1996, Pinto and Santos 2019), why do firms 

use PF? What are the sponsoring firms’ characteristics that determine the choice between PF and CF? 

In this paper, we aim to contribute to the extant literature by focusing the analysis at the firm 

level, examining the factors that drive sponsors’ decision to use PF vis-à-vis CF, as well as the economic 

consequences for firms that sponsor a PF transaction. It is widely accepted that PF is most commonly 

used for capital-intensive facilities and utilities, in riskier than average countries, as a way of mitigating 

political, sovereign and expropriation risks. It is important, however, to understand why firms facing 

similar operational and sovereign risks still choose between PF and CF. This is even more interesting 

if sponsors face higher borrowing costs when funding a specific project through an SPE rather than on-

balance-sheet. In particular, we want to examine what factors drive firms, like the French firm 

Électricité de France, S.A., which raised $23.97 billion of syndicated loan financing in the 2000-2020 

period, using both PF ($8.55 billion) and on-balance-sheet CF ($15.42 billion), switching 22 times 

between the two deal types.4 PF is an economically significant growing financial market segment, but 

still largely understudied. Esty and Sesia (2007) report that a record $328 billion in PF funding was 

globally arranged in 2006, a 51.2% increase from the $217 billion reported for 2001. According to 

Refinitiv (2020), $310.35 billion were arranged worldwide in 2019. In fact, PF deals did  not contract 

during the 2008 financial crisis when compared to other forms of syndicated credit. In comparison with 

other financing mechanisms, the PF market was smaller than both the corporate bond and the 

securitization markets in 2019. Nonetheless, the amount invested in PF was still larger than the amount 

raised through IPOs or venture capital funds. 

Prior theoretical literature has essentially addressed the rationale for sponsors using PF as 

opposed to using CF. Extant studies hypothesize that PF contracting is designed aiming at the reduction 

of asymmetric information problems (Shah and Thakor 1987, Kensinger and Martin 1988), mitigating 

costly agency conflicts (Berkovitch and Kim 1990, John and John 1991, Flannery et al. 1993, Esty 

 
4 For an analysis of the firms that closed both PF and CF deals (herein switchers), see Appendix A. 
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2003, 2004b, An and Cheung 2010), maintaining the sponsors’ financial flexibility (Nevitt and Fabozzi 

2001, Gatti 2008), increasing interest tax shields (Shah and Thakor 1987, Kensinger and Martin 1988, 

John and John 1991, Chemmanur and John 1996); and improving risk management (Brealey et al. 1996, 

Esty 2003). From the point of view of the sponsoring firm, there is an important economic consequence 

of a PF transaction: it allows sponsoring firms to invest in a large project without a substantial impact 

on their balance sheet or creditworthiness. As argued by Shah and Thakor (1987), John and John (1991), 

and Gatti (2008), when segregating a financing operation such as a PF, sponsoring firms’ credit rating 

is protected and their key financial ratios are preserved, therefore maintaining their cost of borrowing. 

However, a PF transaction can also increase the risk for existing on-balance-sheet creditors. As the PF 

transaction is structured via the transfer of a subset of firms’ assets into a bankruptcy-remote 

corporation, the sponsors’ creditors have no access to the new project’s cash flows. This effect may 

increase the default risk of existing creditors if sponsors choose to implement through PF, from the 

existing investment opportunities’ portfolio, those projects with the highest NPVs. 

We examine the importance of these effects, as well as which factors may explain the choice 

between PF and CF in a comprehensive sample of syndicated deals closed between January 1, 2000 and 

December 31, 2020. Our sample contains information about 1,071 PF deals (worth $378.8 billion) and 

20,602 CF deals (worth $13,618.9 billion) extended to borrowers/projects located in OECD countries, 

for which we have information on sponsoring/borrowing firms’ accounting and market characteristics. 

We begin our analysis by examining the impact of PF transactions on the sponsors’ cost of 

borrowing. One strand of the literature argues that, as PF can reduce market frictions, namely agency 

and asymmetric information problems, and improves risk management, it can reduce the sponsor’s cost 

of funding (Brealey et al. 1996, Esty 2003, 2004a, Corielli et al. 2010). In contrast to CF, PF contractual 

arrangements provide a framework for asset collateralization and restrictive covenant stipulation, 

lowering asset riskiness and decreasing expected default costs. In addition, potential lower default 

renegotiation costs, idiosyncratic risk diversification, and more efficient risk management may also 

reduce borrowing costs (John and John 1991, Esty and Kane 2010). On the other hand, empirical 

literature presents evidence that  PF debt is more expensive than traditional CF alternatives. PF deals 

carry relatively higher transaction costs (e.g., contractual design and structuring fees), they have a high 
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level of financial leverage, and are used to implement large-scale and relatively more risky and 

operationally more complex projects (Fabozzi et al. 2006, Esty and Kane 2010, Gatti et al. 2013). Klein 

et al. (1996) and Pinto and Santos (2019) provide evidence that PF debt has higher spreads than 

comparable corporate debt. We do not find evidence that corroborates extant PF theoretical literature: 

our results indicate that PF deals’ weighted average spread (WAS) is higher than that of comparable 

CF deals - results are robust when using endogenous switching regression models, alternative proxies 

for borrowing costs and when a propensity score matched sample of CF deals is used -, and changes in 

PF users’ credit risk do not differ significantly, in the years after the closing of a PF deal, when 

compared with matched non-users. Thus, PF seems to increase sponsors’ overall cost of borrowing. 

Next, we examine changes in firm outcomes around the utilization of a PF deal by using a 

difference-in-difference approach. We find that, after the closing of a PF transaction, sponsors 

experience higher leverage than the control group. In addition, PF firms’ growth opportunities are 

significantly lower than non-users in the year after the closing of a PF deal. Our results also show that 

PF users’ profitability does not differ significantly from that of non-users. This result, coupled with 

non-significant differences in sponsoring firms’ creditworthiness vis-à-vis matched non-users in the 

year and one and two years after the closing of a PF deal, is in line with the usage of PF to maintain key 

financial ratios and minimize distress costs. 

Considering that PF is more expensive than CF, other firm-level countervailing benefits other 

than borrowing costs should play a key role in the sponsors’ decision of choosing PF vis-à-vis CF. 

Therefore, lastly, we examine the firms’ characteristics that determine the choice of PF over CF deals. 

First, our results support the relevance of PF in reducing deadweight costs from asymmetric information 

problems. We find that PF enables borrowers to obtain funding with much longer maturities, which is 

in line with security design literature (Flannery 1986, Diamond 1991a, 1993). Second, our findings only 

support the debt overhang motivation of using PF for projects in the utilities industry implemented by 

switchers and for a matched sample of CF deals. Contrary to Subramanian and Tung’s (2016) findings 

in an industry-level analysis, we do not find evidence of firms with higher agency costs of free cash 

flow selecting PF to finance large-scale projects. Third, larger firms and those that raise higher amounts 

of debt prefer PF to CF, likely reflecting large fixed costs when implementing a PF transaction. Fourth, 
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more creditworthy firms have little incentive to engage in PF, as these firms already have access to 

high-grade credit markets and have little reason to further minimize expected bankruptcy costs. Finally, 

results also show that PF sponsors are less profitable and want to maintain financial flexibility. 

The paper extends the literature in several ways. Firstly, we extend existing literature on the 

economic rationales for off-balance-sheet activities by nonfinancial firms. By showing that 

organizational structure can be used to manage risk and help raise capital improves the knowledge on 

what determines the boundaries of the firm, a question from industrial organization economics that 

remains unanswered. Secondly, we believe our study is the first to examine the sponsoring firms’ 

characteristics that determine the choice between PF and CF - contrary to previous studies, we focus on 

the sponsor rather than the project level. While many theoretical studies yield hypotheses about what 

firm factors might drive the choice of PF transactions, these hypotheses have not been tested 

empirically. Thirdly, we add to the literature showing that bankruptcy costs, asymmetric information 

costs, and issuance costs are important frictions that affect capital structure decisions. Fourthly, to 

address potential self-selection concerns with regard to the endogeneity of the firms’ decision to use 

PF, we focus on switching firms, we build a matched sample of CF users using a propensity score 

matching approach, and we use endogenous switching regression models. To the best of our knowledge, 

these methodologies have not been employed in this context in the past. Finally, we examine changes 

in firms’ key financial ratios and credit quality following the closing of a PF, controlling for a group of 

matched non-users. 

Our paper is organized as follows. In section 2, we discuss the theoretical and empirical 

background of PF. Section 3 describes the data and variables used. In section 4, we analyze if PF deals 

allow sponsors to reduce borrowing costs vis-à-vis comparable CF deals and examine the economic 

consequences of PF lending. Section 5 examines sponsoring firms’ characteristics that determine the 

choice between PF and CF and Section 6 presents our conclusions. 
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2. Conceptual background and related literature 

Extant literature points out that structuring a PF transaction is costlier than traditional CF 

alternatives due, at least partly, to5 (i) legal, financial, insurance, accounting and fiscal, engineering and 

environmental advisory fees (Esty and Kane 2010); (ii) structuring costs involved in a fairly extensive, 

detailed, highly restrictive, and complex nexus of contracts (Fabozzi et al. 2006, Gatti et al. 2013); (iii) 

higher credit and equity risk, in part due to greater leverage (Esty 2004); and (iv) operational complexity 

(An and Cheung 2010). Klein et al. (1996) find that PF debt is 50-400 bps more expensive than 

corporate debt because creditors cannot rely on the cross-collateralized cash flows and assets the way 

they can with corporate debt. Similarly, Pinto and Santos (2019) find evidence of higher credit spreads 

for European PF vis-à-vis corporate bond deals. If PF deals have higher borrowing costs compared to 

financing a similar asset as part of a corporate balance-sheet, then it is not immediately clear why a 

manager might choose PF. For it to be rational, PF must entail significant countervailing benefits to 

offset the incremental transaction and borrowing costs, and time. Yet these benefits are not well 

understood, nor have they been accurately analyzed in the literature (Zingales 2000). 

2.1. Structured finance and the boundaries of the firm 

Extant literature presents economies of scope and scale, market power, incomplete contracting, 

property rights, and agency costs as important determinants of the boundaries of the firm (Holmstrom 

and Roberts 1998). Among others, Grossman and Hart (1986) and Hart and Moore (1990) point out that 

project ownership should be allocated in order to provide incentives for marginal effort more efficiently. 

John and John (1991) show that the flexibility of allocation of debt for a new project across assets-in-

place and the new SPE lead to value gains from reduced agency costs and increased tax shields. While 

Flannery et al. (1993) consider operational synergies related to underinvestment, Chemmanur and John 

(1996) use managerial ability and control issues to explain PF and the scope of the firm. More recently, 

Leland (2007) develops a theoretical model which analyzes the purely financial benefits of separation 

versus merger. The author finds that financial synergies are negative in the case of activities financed 

jointly when they have quite different risks of default or default costs, which provides a rationale for 

 
5 Esty (2003) estimates transaction costs to be around 5-10% of the project’s total cost and that the time needed 

to set up a project company ranges from six months to eighteen months. 
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structured finance techniques. Financial separation of activities as in asset securitization and PF allows 

each activity to have its optimal capital structure, allowing for greater leverage in the SPE.6 As pointed 

out by Esty (2003), structured finance is a form of risk management and raising capital that differs from 

traditional strategies because it involves a change in the scope of the firm. 

Structured finance is related to the design of financial arrangements based on the use of 

contracting tools and mechanisms to meet different requirements and needs of borrowers and investors, 

helping to efficiently (re)finance a specified pool of assets beyond the scope of on-balance sheet 

financing (Fabozzi et al. 2006, Leland 2007). Transactions are usually designed - in terms of tranching, 

credit enhancement mechanisms, covenants, warrantees, corporate structures, contracts, and trusts - to 

achieve segregation of those assets or cash flows from the originator or sponsor of the transaction. 

Extant literature suggests several economic motivations for originating a financing transaction under a 

structured model (Fabozzi et al. 2006, Leland 2007, Pinto and Santos 2019). First, it is invoked if 

established traditional borrowing methods are unavailable or depleted. The second advantage refers to 

maintaining the sponsors’ financial flexibility by creating vehicle companies designated to take on the 

financing, helping sponsors to protect their own credit standing and future access to financial markets, 

and by improving or maintaining financial/regulatory ratios. In addition, it contributes to mitigating the 

deadweight costs associated with information asymmetries and agency costs via namely structuring and 

tranching. Finally, it also allows sponsoring firms to unlock the value of the assets. 

2.2. The financial economics of project finance 

PF is a form of financing based on a standalone entity created by the sponsors, with highly 

levered capital structures and concentrated equity and debt ownership. To understand the reason for 

using PF, a thorough understanding is needed of why the combination of a firm plus a project might be 

worth more when financed separately with nonrecourse debt than when they are financed jointly with 

corporate funds. Extant literature presents four primary reasons for sponsoring firms using PF (John 

and John 1991, Nevitt and Fabozzi 2001, Esty 2003, 2004a,b). 

 
6 In a related paper, Robinson (2008) shows that strategic alliances arise when certain actions are not enforceable 

in internal capital markets, and when the project in question is riskier than the firm’s primary activity. 
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Firstly, PF can be used to mitigate costly agency conflicts inside project companies and among 

capital providers - agency cost motivation. In Jensen's (1986) line of thought, large tangible assets with 

high free cash flows, are prone to costly agency conflicts. Through the creation of a legally independent 

company, PF provides an opportunity to create a new asset-specific governance system to address the 

conflicts between management and ownership (Finnerty 1996, Kensinger and Martin 1988). In addition, 

PF can also reduce agency conflicts between ownership and third parties, by deterring opportunistic 

behavior by suppliers of critical inputs or expropriation by host governments (Esty 2003). Myers (1977), 

John and John (1991) and Flannery et al. (1993) show that SPEs use joint ownership and high leverage 

to reduce costly agency conflicts among participants. According to Subramanian and Tung (2016), PF 

structure enhances the verifiability of cash flows by the lender through contractual constraints on cash 

flows and private enforcement of these contracts. In PF, there is a role for contracting as a disciplinary 

device to curtail the potential inefficient effects of agency problems and, therefore, we expect that firms 

with higher agency costs of free cash flow select PF to finance large-scale projects. 

Secondly, this type of transaction allows companies with little spare debt capacity to avoid the 

opportunity cost of underinvestment in positive NPV projects - debt overhang motivation (Myers 1977). 

Brealey et al. (1996) and Esty (1999) argue that PF helps to reduce the debt-overhang problem by 

assigning project returns to new investors rather than existing capital providers. According to John and 

John (1991), Flannery et al. (1993), and Fabozzi et al. (2006), the off-balance-sheet treatment of the 

funding raised by the SPE is crucial for sponsors since it only has a limited impact on sponsors’ 

creditworthiness and does not impact sponsors’ ability to access additional financing in the future.7 

Several works analyze the advantages and disadvantages of PF in the context of a firm’s capital 

structure. Among them, Shah and Thakor (1987) argue that ‘project financing enhances the values of 

some of these projects by permitting higher optimal leverage than with conventional financing.’ This 

allows, as presented by John and John (1991), the value of interest tax shields to be increased when 

compared with corporate debt financing. While Chemmanur and John (1996) show that SPEs’ leverage 

 
7 The opportunity cost of underinvestment due to leverage is essentially negligible in PF, as SPEs have few 

valuable options available. In addition, as the cash flow waterfall restricts investment decisions while concentrated 

ownership ensures close monitoring, the opportunities for risk shifting are almost non-existent. 
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depends on the level of control benefits of the project vis-à-vis the sponsoring firm, Nevitt and Fabozzi 

(2001) present the maintenance of financial flexibility as a key benefit for firms when segregating a 

financing operation such as a PF. Separation into two different legal entities, whereby the sponsor 

manages the assets-in-place, and a new SPE runs the project’s assets, may be beneficial in terms of the 

potential reduction in the overall business risk of the combination of the sponsor plus the vehicle 

company (Pinto and Santos 2019). In addition, segregating the financing structure and the limited 

liability of each of those entities may allow their combination to increase leverage and to retain its 

potential associated benefits, namely in terms of cost of capital, default risk and debt capacity 

(Chemmanur and John 1996; Leland 2007; Hann et al. 2013). Therefore, sponsors with high agency 

costs of debt should be more likely to engage in PF vis- à-vis CF. 

Thirdly, PF improves risk management - risk management motivation. Underinvestment 

problems due to distress costs and/or managerial risk aversion (Stulz 1984) can be reduced through PF. 

According to Esty (2003), risk sharing with other sponsors and debtholders reduces incremental distress 

costs. Corielli et al. (2010) argue that PF can reduce the amount of assets subject to costs related to 

financial distress and bankruptcy by separating some assets from sponsors’ balance sheets. For projects 

with high expected distress costs, PF can dramatically reduce the sponsoring firm’s potential risk of 

contamination by using separately incorporated SPEs financed via nonrecourse debt. In addition, Leland 

(2007) asserts that the limited or nonrecourse debt provides a sponsoring firm with the valuable option 

of walking away from the project when cash flows are negative, and that the value of such an option is 

higher for high-risk projects. Under this framework, we might expect that the risk management 

motivation might be more relevant for sponsors with higher expected costs of distress (either from 

higher probability of distress or higher costs given distress); i.e., for those firms in which a large loss 

on a CF asset could have a greater impact on their creditworthiness, dragging them into financial 

distress. Therefore, PF is more valuable in reducing the possibility of risk contamination for firms with 

relatively higher incremental distress costs due to investment in large and risky assets. On the project 

side, PF arrangements are typically structured as extensive and detailed networks of contracts to transfer 

a variety of project risks to the parties that are best able to appraise and manage them (Brealey et al. 

1996, Corielli et al. 2010). By virtue of credit enhancement and other structuring and contractual 
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devices, PF can mitigate project risks. In contrast with CF, PF contractual arrangements provide a 

framework for idiosyncratic risk diversification and more efficient risk management (Esty and Kane 

2010). 

Finally, PF can also help to reduce underinvestment due to asymmetric information problems - 

asymmetric information motivation. According to Myers and Majluf (1984), firms with high deadweight 

costs of asymmetric information are more prone to underinvestment, which occurs when the value of 

both assets-in-place and investment opportunities are uncertain. In such a situation, the authors 

recommend separation as a possible solution to maintaining sufficient financial slack to avoid 

underinvestment. Shah and Thakor (1987) present information search cost reduction as the main benefit 

of PF, while Kensinger and Martin (1988) argue that this type of off-balance-sheet financing technique 

reduces signaling costs. Following this line of reasoning, Esty (1999, 2003) and Corielli et al. (2010) 

point out that PF can help to reduce this problem due to the separation of projects from the sponsoring 

firm(s) facilitates’ initial credit decisions and it is relatively easy to convey information that would be 

more difficult in a CF framework. Similarly, John and John (1991) and Gatti et al. (2013) argue that PF 

arrangements are structured as extensive and detailed networks of contracts among the parties involved, 

which are typically disclosed to lenders, significantly lowering their levels of informational 

asymmetries. Therefore, borrowers with higher levels of asymmetric information may prefer PF to CF. 

2.3. Prior empirical evidence 

There are two empirical studies closely related to ours. Hainz and Kleimeier (2012), using a 

sample of non-U.S. borrowers, find that political risk and creditor rights correlate positively with the 

use of PF and that higher political risk increases the probability of development banks participating in 

the bank syndicate. Subramanian and Tung (2016) point out that PF is more likely in countries with 

weaker laws and weaker creditor rights and that changes in investor protection have greater effects in 

industries with higher agency costs of free cash flow vis-à-vis tangible-asset-intensive industries. 

Authors control for industry-level factors and find a positive relationship between the likelihood of PF 

and the industry’s free cash flow, asset tangibility, leverage and growth opportunities. Researchers have 

also examined individual PF arrangements (Esty 2003, Dailami and Hauswald 2007, Bonetti et al. 

2010), geographic and industrial distribution of PF loans (Kleimeier and Megginson 2000, Esty and 
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Megginson 2003), determinants of PF loan spreads (Corielli et al. 2010, Gatti et al. 2013), how project’s 

risk level and different types of contract arrangements affect project company capital structure (Corielli 

et al. 2010, Byoun et al. 2013, Müllner 2017), the composition and concentration level of bank 

syndicates (Esty and Megginson 2003, Qian and Strahan 2007, Hainz and Kleimeier 2012, Gatti et al. 

2013); and the impact of PF on economic growth (Kleimeier and Versteeg 2010). That said, there has 

been virtually no empirical research that has investigated how sponsors’ characteristics - a micro-level 

analysis - affect the choice of PF and the economic consequences of such transactions for sponsoring 

firms. As pointed out by Esty (2003), research on determinants of sponsoring firms to use PF is needed. 

According to the author, ‘the fact that the motivations for using project finance relate to the asset 

(agency cost), the sponsoring firm (debt overhang), and an interaction between the two (risk 

management), helps explain why previous attempts to create a single, universal reason for using project 

finance have failed.’ Only when considering all these factors simultaneously will it be possible to 

understand why such a wide range of firms (e.g., low rated firms trying to avoid the debt overhang 

problem on the one hand; high-rated firms trying to minimize distress costs, on the other hand) use PF 

for a variety of projects in a number of countries. 

3. Data and variable definition 

3.1. Sample selection 

Considering that PF deals are funded with small amounts of private equity contributions and 

much larger amounts of nonrecourse syndicated loans, the corporate syndicated loan market is a rich 

field for analyzing the choice between PF and CF. Therefore, our sample consists of individual loans 

extracted from Dealscan database and covers the 2000-2020 period. Information is available on the 

micro characteristics of the loans (e.g., deal and loan size, maturity, currency, pricing, rating, type of 

interest rate) and of the borrowers (e.g., name, nationality, industry sector). As the unit of observation 

in our study is the syndicated deal, multiple tranches from the same transaction appear as separate 

observations in our database; e.g., PF loans typically consist of several tranches funding the same 

project company. Therefore, to perform a deal-level analysis, we use data at the deal level and, when 

necessary, we aggregate tranche-level data (e.g., spread and maturity). Although the database extracted 

from Dealscan contains detailed historical information about syndicated loans to firms domiciled in any 



 

 

14 

country, we exclude deals with: (i) no loan (facility) amount or deal amount available; (ii) deal status 

not closed or completed; and (iii) loans that are amendments to existing loans. Following Carey and 

Nini’s (2007) approach, to reduce the problem of unmeasured credit quality correlated with nationality, 

firms’ choice determinants are examined based on a sample including only deals closed in OECD 

countries. 

As we aim to examine firms’ choice between PF and full-recourse CF debt in the financing of 

long-term capital-intensive investment projects, we carefully identify categories of CF deals such that 

for each deal in our sample, the counterfactual choice between PF and CF deals is plausible. We 

differentiate between PF and CF deals based on the loan purpose.8 We thus retain only loans with the 

primary purpose of ‘project finance’ for PF deals, and we compare this with loans whose primary 

purposes are ‘equipment purchase’, ‘aircraft finance’, ‘ship finance’, ‘lease finance’, ‘real estate’, 

‘telecom build-out’, ‘capital expenditure’ or ‘corporate purposes’.9 Since PF involves investment in 

large projects (Esty 2004b), the CF deals selected must be of sufficient size. That is, they must be larger 

than the smallest PF deal amount. We also require that each deal must include at least one term loan 

and we excluded hybrid project financing. Finally, we verified with Thomson Reuters that our PF 

sample refers to deals made by a vehicle company, that the primary purpose of each loan is the same 

for each specific deal, and that the sum of all loans in the package equals the deal amount. 

In order to examine firm-level determinants of on- versus off-balance-sheet financing choice, 

we collect firm-specific accounting and market data from Datastream. Dealscan does not provide an 

identification code, so we hand-matched the sponsor with the highest equity ownership in the separate 

PF firm with Datastream by using the sponsor’s name. For CF deals, data from Datastream is merged 

with deal information from Dealscan by hand-matching borrowers’ names. This method allows the 

deals to be matched with the ultimate party responsible for the financing choice decision. We link the 

 
8 Dealscan database classifies loans in accordance with their primary purpose (e.g., ‘project finance’, ‘takeover’, 

‘lease finance’, ‘working capital’, ‘capital expenditures’, or ‘general corporate purposes’) and includes 

information on loan type (e.g., term loan and credit line). An appendix with the distribution of syndicated deals 

by year and loan primary purpose is available upon request. 
9 Hainz and Kleimeier (2012) and Subramanian and Tung (2009) use a similar approach. While Hainz and 

Kleimeier’s (2012) sample includes a broader range of loan purpose categories, Subramanian and Tung (2009) 

include only ‘capital expenditure’ and ‘corporate purpose’ loans. We follow the approach of Hainz and Kleimeier 

(2012) and conduct robustness checks using a narrow sample (see 5.4), as in Subramanian and Tung (2009). 
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choice between PF and CF to firm characteristics reported around the deal closing date (the closest 

fiscal year end in the period [–365 days to +30 days]). A close analysis of our deals’ data indicates the 

existence of some extreme values for the time to maturity, deal amount, and firm size variables. We 

have trimmed these variables at the top and bottom 1% percentiles.  

To avoid selection bias problems, we select from the sample of firms with accounting and 

market data available after the hand-matching process, those deals arranged in industries where PF and 

CF deals are frequently used. It is not useful to compare a firm in a specific industry using general 

corporate purpose deals but not PF deals to finance its activities. The same applies to financial firms, 

which are lenders in PF transactions and not sponsors, when compared with nonfinancial firms. Table 

1 presents information for a subsample of deals implemented by switchers, firms that closed two types 

of deals - PF and CF - during the sample period, 365 days and 730 days within the closing date. Results 

show that there are no switchers in three industries: (i) food and beverages; (ii) financial institutions; 

(iii) and other. For these industries, we assume that the firms’ access to PF and CF syndicated markets 

may be dissimilar, thus, we excluded deals closed in these industries from our sample. Table 1 also 

shows that PF and CF deals implemented by switchers are concentrated in six industries: utilities, 

construction/heavy engineering, oil and gas, real estate, transportation, and machinery and equipment, 

which account for 82.75% of the total debt raised between 2000 and 2020 (88.43% and 88.82% for 

switchers within 365 days and 730 days, respectively). We refer to these industries as our core 

industries, and we carried out additional analyses using only these industries (see 5.4). For an analysis 

of the top 10 switchers (firms that conduct both PF and CF deals) in the 2000-2020 period, see Appendix 

A. 

**** Insert Table 1 about here **** 

After merging firms involved in the deals with Datastream and applying the screens mentioned, 

we are able to analyze 1,071 PF deals (2,181 tranches), worth $378.8 billion, and 20,602 CF deals 

(29,087 tranches), worth $13,618.9 billion, closed by 5,683 publicly traded firms, between 2000 and 

2020. 

Panel A of Table 2 presents the industrial distribution of our sample of syndicated deals, 

whereas Panel B details the deal allocation to borrowers in a particular region. Panels A and B reveal 
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(1) 

striking differences between PF and CF lending. Panel A shows that PF lending is concentrated in four 

key industries; i.e., utilities (52.45%), construction/heavy engineering (17.65%), transportation 

(7.97%), and oil and gas (5.93%) account for 84% of all PF lending by volume. CF deals reveal a far 

less concentrated industrial pattern, with borrowers in services (16.58%), machinery and equipment 

(14.85%) and utilities (10.60%) industries receiving the higher percentages. Panel B also shows clear 

differences between the regions that attract PF lending and those where CF is directed. Perhaps the most 

remarkable difference is how infrequently PF deals are extended to U.S. projects vis-à-vis CF. In our 

sample, whereas U.S. corporations arrange 69.28% of CF deals, U.S. SPEs account for a mere 27.79% 

of PF lending. On the contrary, in Europe, the bulk of syndicated lending is extended to European 

borrowers through PF, with Spain, the U.K., France, Portugal, Germany, and Italy accounting for 

51.90% of all PF lending by volume. 

**** Insert Table 2 about here **** 

3.2. Methodology and variables 

The main objective of our analysis is to examine firms’ choice between PF and CF, namely to 

investigate how firms’ characteristics, deals’ contractual features, and macroeconomic variables affect 

the choice between off-balance-sheet financing, via PF, and on-balance-sheet financing, via CF. For 

this analysis, we utilize a logistic regression model. Our dependent variable, choice of debt, is a binary 

variable equal to 1 if the firm closes a PF deal and 0 if it, instead, closes a CF deal. 

𝐶ℎ𝑜𝑖𝑐𝑒 𝑜𝑓 𝑑𝑒𝑏𝑡𝑖,𝑡 = 𝛼0 + 𝛽 × 𝐶𝑜𝑟𝑝𝑜𝑟𝑎𝑡𝑒 𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐𝑠𝑖,𝑡−1 + 𝛾 × 𝐶𝑜𝑛𝑡𝑟𝑎𝑐𝑡𝑢𝑎𝑙 𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐𝑠𝑖,𝑡 +

𝜑 × 𝑀𝑎𝑐𝑟𝑜 𝑓𝑎𝑐𝑡𝑜𝑟𝑠𝑡 + 휀𝑖,𝑡  

where the subscripts refer to deal i at time t. We show evidence that PF choice is not independent within 

industries and years. Thus, coefficients were estimated based on heteroskedasticity-consistent standard 

errors clustered by year and firm. A discussion of the variables used follows. Table 3 provides the 

detailed definitions and sources for all the variables used in the paper. 

**** Insert Table 3 about here **** 

3.2.1. Asymmetric information 
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Based on debt choice literature (Denis and Mihov 2003, Altunbas et al. 2010), we use firm size 

to capture incentive problems related to information asymmetries. Log total assets refer to the natural 

logarithm of firm total assets, and we expect it to negatively influence the probability of a sponsoring 

firm choosing a PF deal rather than a CF deal. As the natural logarithm of firm size is also used as a 

proxy for economies of scale in relation to issuance costs (Esho et al. 2001, Denis and Mihov 2003), 

we use other measures of asymmetric information. Firstly, we use former lender, a dummy variable 

equal to 1 if one of the arranging banks in the syndicate was a firm’s former lender, and 0 otherwise. 

We consider a former lender if there is an already established relationship with a lender (or a syndicate 

of lenders), which may be associated with a decrease in information asymmetries when compared with 

a deal arranged by a new lender, due to increased monitoring and information accumulation over the 

term of the firm-bank relationship (Boot 2000, Degryse et al. 2009). We thus expect a negative 

relationship between the former lender variable and the probability of observing a PF deal. Secondly, 

the deal’s weighted average maturity (WAM), computed as the weighted average between the loan 

maturity, in years, and its weight in the deal size, is used to capture informational costs associated with 

liquidity risk induced by debt refinancing. We expect a positive relationship between WAM and the 

probability of a firm choosing a PF deal. Finally, as in Gomes and Phillips (2012) and Brown et al. 

(2009), we use analysts’ earnings forecasts. Ajinkya et al. (1991) and Lang and Lundholm (1996) point 

out that analysts’ forecast accuracy decreases when firms make more informative disclosures about 

future earnings. We compute the EPS surprise variable as the difference between the actual earnings 

per share for year t and the earliest consensus (median) forecast for year t, deflated by the beginning of 

year t share price. We expect a positive relationship between higher earnings surprise and the choice of 

PF.  

3.2.2. Agency costs 

To investigate if firms with high agency costs of debt and with more growth opportunities are 

more likely to choose PF rather than CF, we use debt to total assets and market-to-book ratios. As in 

Esho et al. (2001) and Denis and Mihov (2003), debt to total assets refers to the ratio of total debt to 

total assets, which is a proxy for borrowers’ level of financial constraint. The market-to-book ratio 

proxies for a public firm’s growth potential and is computed as the sum of book value of liabilities and 
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market value of equity divided by the book value of assets (Denis and Mihov 2003, Altunbas et al. 

2010). As identified by Smith and Watts (1992) and Barclay and Smith (1995), expected future growth 

increases a firm’s market-to-book ratio. We thus expect that firms with higher deadweight costs 

resulting from the debt overhang problem, those with higher leverage and investor expectations about 

future cash flow potential, will prefer PF vis-à-vis CF. 

In addition, we use the free cash flow to assets ratio to examine if firms with higher agency 

costs of free cash flow increase the likelihood of PF vis-à-vis CF. 

3.2.3. Issuance costs 

As in previous studies on firms’ debt choices (Esho et al. 2001, Denis and Mihov 2003), we 

use the natural logarithm of firm size and deal size as proxies for economies of scale in relation to 

issuance costs. Considering that structuring a PF transaction is costlier than traditional CF alternatives, 

we expect to see a positive relationship between both Log total assets and Log deal size and the 

probability of observing a PF versus a CF deal. 

3.2.4. Cost of funding and financial distress 

We use the deal’s WAS, computed as the sum of the product between loan spread and its loan 

size to deal size ratio, as a proxy of the deal’s overall cost of borrowing. As in Esho et al. (2001) and 

Denis and Mihov (2003), we use Altman’s (1993) Z-score as a proxy for a firms’ credit risk. In 

computing the WAS, we use the all-in-spread-drawn (AISD) - requiring information on the spread for 

all the tranches - and drop loans without a Libor or Euribor spread. Loans differ in the currency in which 

they are denominated, raising the possibility that expectations about exchange rate movements might 

drive differences in loan spreads across markets. We address this problem by converting contract 

spreads into dollar-equivalent spreads using, as proposed by Carey and Nini (2007), forward exchange 

rates as of the loan contract signing date. We have also trimmed the WAS at the top and bottom 1% 

percentiles.  

As the WAS captures only the cost of borrowing attributable to the funding coming from 

corporate syndicated loans, this variable does reflect the firm’s aggregate cost of borrowing. We thus 

use an adjusted WAS as an alternative measure, which is the combination of the WAS for PF deals and 

the ratio of interest expense to average total debt f.or firms that choose CF. In addition, for syndicated 
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loans, the AISD does not represent the full economic cost of credit, as additional fees, such as 

commitment fees and up-front fees, are typically charged10. 

We also examine the impact of the firm’s profitability and asset tangibility on the choice. We 

use the return on assets ratio as our surrogate for profitability, computed as net income before preferred 

dividends minus preferred dividend requirement, divided by total assets. We expect return on assets to 

relate negatively to the probability of PF lending. Asset tangibility is measured by the fixed assets to 

total assets ratio, computed as the ratio of net property, plant, and equipment to total assets. Considering 

that firms in capital-intensive industries most commonly use PF, we expect asset tangibility to have a 

positive impact on the likelihood of firms choosing PF versus CF. 

3.2.5. Control variables 

We also control for macroeconomic factors such as the term structure of interest rates, 5YrTB-

3mTB, calculated as the difference between the 5-year and 3-month T-bill rate at the deal closing date, 

and market volatility, measured by the Chicago Board Options Exchange Volatility Index. As we are 

dealing with cross-country data, we include the S&P's country rating to control for sovereign risk. 

Consistent with the risk management motivation for using project finance, we expect country risk to 

have a positive impact on PF usage (Stulz 1996). In addition, to control for unobserved country 

characteristics and their country-specific variations over time, we use country fixed effects.  

As we expect that borrowers belonging to capital-intensive industries would prefer PF rather 

than CF, and we need to control for government participation in public-private partnerships, we use 

dummy variables to control for industry factors. To control for the supply side conditions of the 

syndicated loan market, we include the number of banks in the bank syndicate, bank reputation, 

computed according to the yearly global mandated arrangers league tables provided by Thomson 

Reuters, and dummy controls for domestic lead banks (versus foreign lead banks), which equals 1 if the 

bank’s syndicate lead bank’s (or at least one of the lead banks) nationality is the same as the deal 

 
10 As an alternative to the AISD, Berg et al. (2015) propose the ‘total-cost-of-borrowing’ (TCB), which accounts 

for fees and spreads. As the information provided by Dealscan regarding up-front fees is scant and imposes a 

significant reduction in our sample - from 8,241 to 370 observations when using the weighted average TCB -, we 

use the WAS in our baseline models and perform robustness checks using the TCB (see section 4.1). 
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country, and for financial crisis and sovereign debt crisis. A final dummy variable - switcher - identifies 

firms that employ multiple debt types (PF deals and CF deals) within our sample period. 

3.3. Characteristics of new PF and CF syndicated deals 

Table 4 provides descriptive statistics for two samples of PF and CF deals: Panel A presents 

the descriptive statistics for the full sample, comprising all syndicated deals closed during the 2000-

2020 period, extended to firms with accounting and market data available; while Panel B presents 

descriptive statistics for a sub-sample of PF deals and a matched sample of CF deals with available 

information on WAS. When assessing WAS differences across deal categories, we find that the average 

WAS for PF and CF deals does not differ significantly. However, when focusing on adjusted WAS, 

Table 4 shows that the cost of borrowing in a PF deal is significantly higher than on-balance-sheet 

funding via CF. Our results show that PF deals are extended, on average, to projects in riskier countries 

than CF syndicated deals: PF deals average country rating is significantly higher than that of CF deals. 

The mean (median) CF deal size of $714.13 million ($400.00 million) is significantly more than the PF 

mean (median) deal size of $527.56 million ($274.88 million) in Panel A, which does not corroborate 

PF literature hypothesis that sponsoring firms choose PF over CF to obtain economies of scale in 

relation to issuance costs. 

**** Insert Table 4 about here **** 

While PF transactions (2.26) extended to OECD countries include, on average, a larger number 

of tranches than CF deals (1.41), an average PF deal (7.18) includes a lower number of banks than CF 

deals (8.22). Prestigious arranging banks participate more in CF deals than in PF deals. The average 

bank reputation in PF loans (15.58) is significantly lower than the average for CF deals (5.92) - note 

that ranks range from 1 (best) to 25 (worst). PF deals have a WAM of 11.09 years, which is significantly 

higher than that of CF deals’ subsample (4.25 years). In contrast to traditional syndicated loans in which 

repayment capacity stems from the issuer’s ability to generate sufficient cash flows, PF debt repayment 

prospects depend primarily on the SPE assets and cash flows, and on guarantees provided by third 

parties. Combining this finding with the fact that CF is more often extended as a repeated transaction 

through an already established relationship with a lender than PF - while a former lender arranges 



 

 

21 

19.11% of PF deals, 66.02% of CF deals have at least one former lender in the bank syndicate -, our 

results seem to support the argument that PF is used to mitigate asymmetric information problems.  

A significantly larger fraction of PF deals is closed in the financial crisis period (10.21%) 

compared to the sample of CF deals (4.19%), while the opposite is true for sovereign debt crisis. 

Interestingly, the table shows that a significantly higher fraction of CF lending is arranged by domestic 

lead banks (82.91% versus 51.83% for PF deals). Finally, the only result that differs between the full 

sample and the matched sample is related to the currency risk: while in the full sample, CF deals (6.49%) 

are less likely to bear currency risk than PF deals (10.21%), in the matched sample this variable does 

not differ significantly between PF and CF deals. 

4. Cost of borrowing and the consequences of project finance usage 

PF can reduce sponsoring firms’ cost of borrowing when compared with traditional on-balance-

sheet financing if the following two conditions hold. First, if the PF deals’ cost of borrowing is lower 

than that of the sponsors’, as a result of the improved credit rating that can be obtained by the SPE (Esty 

2003). Second, if the off-balance-sheet treatment of the funding raised by the SPE allows sponsors to 

maintain their creditworthiness by preserving the core financial ratios and, thus, does not impact 

sponsors’ ability to access additional financing in the future (John and John 1991, Chemmanur and John 

1996). In this section, we compare PF deals’ cost of borrowing with those of comparable CF deals, and 

examine changes in firm outcomes following the use of a PF deal. To do that, we focus on the sponsors’ 

cost of borrowing and annual changes in the firms’ accounting and market ratios. 

4.1. Does project finance lower the cost of borrowing? 

4.1.1. Base model results 

In this section, we use the samples presented in Table 4. We use the deal adjusted WAS – the 

WAS for PF deals and the borrower's ratio of interest expense to average total debt for CF deals – as a 

proxy of the deal’s overall cost of debt funding and consider deals with sponsors’ (PF) and borrowers’ 

(CF) accounting and market characteristics. If PF transactions facilitate lower borrowing costs, the 

adjusted WAS for CF deals should exceed that of PF deals. We test this hypothesis by using the model 
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specified in equation (2). The dependent variable is the adjusted WAS and we create a dummy variable 

set equal to one if the deal is a PF deal (PF), and estimate a regression of the following form: 

𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑 𝑊𝐴𝑆𝑖,𝑡 = 𝛼0 + 𝛽 × 𝑃𝐹𝑖,𝑡 + 𝛾 × 𝐶𝑜𝑟𝑝𝑜𝑟𝑎𝑡𝑒 𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐𝑠𝑖,𝑡−1

+ 𝜑 × 𝐶𝑜𝑛𝑡𝑟𝑎𝑐𝑡𝑢𝑎𝑙 𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐𝑠𝑖,𝑡    + 𝜃 × 𝑀𝑎𝑐𝑟𝑜 𝑓𝑎𝑐𝑡𝑜𝑟𝑠𝑡 + 휀𝑖,𝑡 

where the subscripts refer to deal i at time t. We employ OLS regression techniques and coefficients 

are estimated based on heteroskedasticity-consistent standard errors clustered by year and firm. 

Columns 1 and 2 of Table 5 report the results of estimating equation (2) for the full sample. 

The results suggest that the adjusted WAS for PF deals is significantly higher than for CF deals. In the 

previous models, the PF dummy may suffer from endogeneity, due to the lack of plausibly exogenous 

variation in the choice between PF and CF. We may be comparing the borrowing cost of a PF made by 

a sponsor that has high credit risk and only has access to PF, with a firm that has access to both PF and 

CF and chooses CF. In other words, credit risk measured by Z-score might be driving both sponsoring 

firms’ borrowing cost and the choice of PF versus CF, which in turn makes inference difficult due to 

biased estimates (Roberts and Whited 2013). To account for this problem, we start by re-estimating 

these models considering a subsample of switchers - model [3], estimated for a subsample of 205 and 

1,051 PF and CF deals, respectively. Results show, again, that the cost of borrowing is significantly 

higher for project versus corporate financing; i.e., switchers face a 207.69 bps higher cost of borrowing 

in an average PF deal when compared with their on-balance-sheet aggregate cost of borrowing 

**** Insert Table 5 about here **** 

In addition, as suggested by Casu et al. (2013) and Roberts and Whited (2013), to address self-

selection concerns with regard to the endogeneity of the decision to use PF, we re-estimated our models 

for a matched sample. That is, we need to build a control group from the non-PF users whose 

performance trajectory lies as close as possible to that of the PF users. To create a matched sample, we 

employ a propensity score matching (PSM) approach (firm-level PSM), by creating a 1 to 1 matching 

algorithm that captures the most identical firm in the same year (t-1). The propensity score was created 

using the following firms’ characteristics: size, leverage, asset tangibility, growth opportunities, 

profitability, and credit risk. Results presented in column 4 of Table 5 show that PF adjusted WAS is 

(2) 
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227.66 bps higher than that of matched CF deals. Finally, we test the robustness of our results by 

considering the TCB as an alternative to the AISD. Untabulated results show that using the weighted 

average TCB does not yield different results. 

4.1.2. Cost of borrowing and the choice between PF and CF 

As the choice between PF and CF deals may be endogenous, namely because borrowing costs 

and choice may be jointly decided, we re-estimate models [2] to [4] in Table 5 using an endogenous 

switching regression model (Lokshin and Sajaia 2004) to study the pricing, taking into consideration 

the potential self-selection by firms between closing PF versus CF deals. We conduct a full information 

maximum likelihood (FIML) method on the adjusted WAS samples simultaneously with a probit 

selection equation, where the choice between PF and CF is a function of contractual and firm 

characteristics, and macroeconomic factors. The empirical model is specified as follows: 

𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑 𝑊𝐴𝑆 𝑃𝐹 𝑖,𝑡 = 𝛼0 + 𝛽 𝐶𝑜𝑟𝑝𝑜𝑟𝑎𝑡𝑒 𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐𝑠𝑖,𝑡−1 +

 𝛾 𝐶𝑜𝑛𝑡𝑟𝑎𝑐𝑡𝑢𝑎𝑙 𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐𝑠𝑖,𝑡 + 𝜑 𝑀𝑎𝑐𝑟𝑜 𝑓𝑎𝑐𝑡𝑜𝑟𝑠𝑡 + 휀𝑖,𝑡 

 
𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑 𝑊𝐴𝑆 𝐶𝐹𝑖,𝑡 = 𝛼0 + 𝛽 𝐶𝑜𝑟𝑝𝑜𝑟𝑎𝑡𝑒 𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐𝑠𝑖,𝑡−1 +

 𝛾 𝐶𝑜𝑛𝑡𝑟𝑎𝑐𝑡𝑢𝑎𝑙 𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐𝑠𝑖,𝑡 + 𝜑 𝑀𝑎𝑐𝑟𝑜 𝑓𝑎𝑐𝑡𝑜𝑟𝑠𝑡 + 휀𝑖,𝑡 

 
𝐼𝑖,𝑡

∗ = 𝛿0(𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑 𝑊𝐴𝑆 𝑃𝐹𝑖,𝑡 − 𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑 𝑊𝐴𝑆 𝐶𝐹𝑖,𝑡) + 𝛾 𝐶𝑜𝑛𝑡𝑟𝑎𝑐𝑡𝑢𝑎𝑙 𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐𝑠𝑖,𝑡 +

 𝜑 𝑀𝑎𝑐𝑟𝑜 𝑓𝑎𝑐𝑡𝑜𝑟𝑠𝑡 + 𝜔 𝐶𝑜𝑟𝑝𝑜𝑟𝑎𝑡𝑒 𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐𝑠𝑖,𝑡−1 + 𝑢𝑖,𝑡 

 

where the third equation models deal selection: if 𝐼𝑖
∗> 0, then firm i chooses a PF, otherwise, it issues 

CF. We adjust for heteroscedasticity and estimate standard errors clustered by year and firm. 

Considering the Wald test statistics of independent equations, we reject the hypothesis of equations 

being independent for all models in Table 6, meaning that the choice between PF and CF influences the 

pricing of both syndicated deal types. To examine if borrowers face a higher cost of borrowing when 

funding a project through PF vis-à-vis CF, we computed the average treatment effect (ATE) for adjusted 

WAS of PF versus CF. We used models [5] to [7] and obtained the correct standard errors (as we 

account for the errors in the selection equation) for these ATEs through bootstrapping. We show, as 

presented in Table 6, that PF deals are, on average, associated with 180.28 bps higher adjusted WAS 

than CF deals for the full sample. Similarly, as the ATE is 175.19 bps, with a 1% significance level, 

switchers face higher adjusted WAS when they use PF rather than CF. Finally, model [7] shows that 

PF users face a higher cost of borrowing (ATE of 180.03 bps) than matched non-users. Our results are 

(3) 

(4) 

(5) 
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corroborated when analyzing FCC. As can be seen in Appendix C, the WAS is higher for the PF deal 

closed in 2007 than for CF deals closed in 2006 and 2007. So far, our results do not corroborate the PF 

literature hypothesis that the funding cost of PF is lower than the funding cost of traditional corporate 

syndicated debt. However, to have a complete analysis on this subject, we also need to analyze the 

evolution of the sponsors’ overall cost of capital after the PF deal. Considering that the cost of capital 

evolution depends on the evolution of the sponsors’ credit risk, in the next section, we also examine 

changes in Z-scores around the closing of PF transactions. 

**** Insert Table 6 about here **** 

Although a thorough analysis of the determinants of debt financing choice between project and 

corporate financing is conducted in section 5, Table 6 presents a set of interesting preliminary results. 

Results from models [5] and [6] show that borrowers choose PF over CF when they are relatively larger, 

less profitable, have higher asset tangibility, and seek long-term financing. Findings also document that 

borrowers resorting to CF tend to have larger growth opportunity sets. Contrary to what we expected, 

the impact of deal size on the likelihood of observing a PF deal is significant and negative. Finally, 

firms with lower Z-scores prefer PF over CF. 

4.2. The changes in firm characteristics around the implementation of a PF transaction 

In this section, we use a difference-in-difference approach to compare PF versus CF effects for 

firms. We thus compare changes among PF users against a control group of non-users, using the PSM 

approach presented in the previous section and require that for both samples there is available 

information for firms’ characteristics between the year prior to the PF closing (t-1) and two years after 

(t+2). For each PF sponsor, we take the mean of the corresponding matching firms as our control and 

examine the differences between the firm and the industry mean. Panel A of Table 7 shows unadjusted 

means for the PF sponsors only, and Panel B shows the differences between users and matched non-

users. The first column in Table 7 reports the levels of variables as of one year before the closing of a 

PF deal. Panel B shows that our matching firms provide a good control group; the differences generally 

are not significantly different from zero. 

**** Insert Table 7 about here **** 
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We begin by analyzing the impact of PF on the leverage of sponsors. One year prior to the PF 

deal closing, sponsors have an average leverage ratio of 38.9%, and it increases one and two years after 

the PF deal closing. Between t-1 and t+2, the debt to total assets ratio increases by 2.6 percentage points. 

This change is 4.6 percentage points larger than the control group, reflecting the increase in leverage 

level of PF users. Table 7 also shows that PF firms’ asset tangibility and growth opportunities do not 

change significantly in the period t-1 through to t+2. In addition, while the changes in differences for 

fixed assets to total assets do not differ significantly between users and matched non-users in the year 

and one and two years after the closing of a PF deal, in t+1 PF sponsors’ market to book ratio is 

significantly lower vis-à-vis that of CF users.  

Next, we analyze the impact of PF lending on the profitability of the firm. One year prior to the 

PF closing, the return on assets ratio does not differ significantly for PF users than for non-users, and 

there is a significant decrease in PF sponsors’ profitability between t-1 and t+1 and t+2, from 4.7% to 

3.9% and 3.1%, respectively. However, this decrease does not differ between PF sponsors and matched 

CF users. We also track the credit risk of PF sponsors. One year prior to the PF deal closing, sponsoring 

firms have an average Z-score of 1.85 and it decreases about 0.66 between t-1 and t+2. However, the 

change in the difference of Z-score between PF users and the control group is not different from zero, 

reflecting that there is no decrease in default probability between the two samples. We thus corroborate 

extant PF literature that advocates that these financing structures allow sponsoring firms to invest in a 

large project and, at the same time, obtain protection of credit rating and preserve their key financial 

ratios (Shah and Thakor 1987, John and John 1991, Gatti 2008). Coupling these results with those 

obtained in the previous section, we can conclude that, in fact, PF transactions do not reduce borrowing 

costs in relation to on-balance-sheet corporate financing. Considering that the adjusted WAS is higher 

in PF than CF deals and that subsequent to PF, sponsors’ creditworthiness does not improve as it, in 

fact, does not differ from that of non-users, we do not find evidence corroborating extant PF literature 

that PF transactions reduce the sponsors’ overall cost of borrowing (Brealey et al. 1996, Esty 2003, 

2004a, Corielli et al. 2010). On the contrary, we show that PF deals have higher borrowing costs than 

comparable CF deals. Our results can be explained by the fact that CF obtained from multiple debt types 

would potentially be associated with a decrease in agency and asymmetric information problems due to 
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increased monitoring through multiple lenders. Our results can also be explained by the fact that PF 

deals are complex transactions, with relatively higher transaction costs and credit risk than CF (An and 

Cheung 2010, Esty and Kane 2010). 

If PF debt is more expensive than comparable CF debt, it becomes important to understand 

what  the firm-level characteristics are that determine the choice between PF and CF, controlling for 

macroeconomic and contractual factors. This analysis is performed in the next section. 

5. The borrower’s choice between project financing and corporate financing 

This section presents univariate and multivariate analyses examining how public firms’ 

characteristics and contractual variables influence the choice between PF and CF deals, while 

controlling for macroeconomic factors. Our sample comprises deals that are often divided into smaller 

loans. As in previous sections, our descriptive and econometric analyses are based on the deals. 

Furthermore, in Tables 9, 10 and 11, we report coefficients, rather than odds ratios (exponential 

coefficients), because our main interest is in the direction of the effects, rather than their magnitude. 

5.1. Univariate analysis 

Table 8 reports characteristics of OECD public firms that were sponsors in a PF syndicated deal 

or borrowers in a CF deal for two samples: (i) a full sample, including all firms that closed syndicated 

deals (PF and/or CF deals) during the 2000-2020 period – Panel A; and (ii) a sub-sample of sponsoring 

firms that use PF and a matched sample of firms that borrow through comparable CF deals. To create a 

matched sample of firms that use CF, we employ a PSM approach (deal-level PSM), by creating a 1 to 

1 matching algorithm that captures the most identical deal in the same year and industry, using the 

following characteristics: deal size and WAM. This allows us to examine what is correlated at firm 

level with the choice between PF and CF based on a comparable sample of deals. We also subdivide 

these firms into three categories according to their borrowing record within our sample period. The PF 

and CF deals’ subsample is categorized as firms that close: (I) only PF deals; (II) only CF deals; and 

(III) both PF and CF deals. 

**** Insert Table 8 about here **** 

Panel A of Table 8 shows that, on average, firms that used only PF deals are typically larger - 

with an average (median) size of $52.38 billion ($5.18 billion), firms in category [I] have borrowing 
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needs and capacity to use PF syndicated loans extensively -, have higher default risk and lower 

profitability, than those accessing CF markets, exclusively. These results are in accordance with our 

expectations . PF is in great demand for sponsors with relatively higher credit risk when it does not 

substantially affect their balance sheet and, consequently, their access to additional financing in the 

future, and allows the key financial ratios to be maintained. While financial leverage, fixed assets to 

total assets ratio and EPS surprise do not differ at the 5% significance levels for the two subsets of 

firms, firms that used only CF deals have a higher market to book and free cash flow to total assets 

ratios than firms that used only PF. Similar results are presented in Panel B, with one exception: the 

market to book ratio does not differ significantly between firms in categories [I] and [II]. 

For the full sample, firms utilizing both markets are larger than those reliant on PF or CF only. 

They have relatively higher financial constraints, asset tangibility and market-to-book ratios than firms 

in categories [I] and [II] do. Firms that used PF and CF simultaneously have higher profitability when 

compared with firms that issued PF only, but a lower return on asset ratios than those belonging to 

category [II]. Analysts’ forecast accuracy is significantly higher for firms that use both debt types than 

for those that use CF deals only. While both firms that use PF exclusively and switchers have higher 

default risk than that of firms that close exclusively CF, the z-score does not differ significantly between 

firms in categories [I] and [III]. Similar results are presented in Panel B for the matched sample, with 

the exception of asset tangibility, which does not differ significantly between firms belonging to 

category [III] versus those belonging to categories [I] or [II]. These results show that highly levered 

firms in capital-intensive industries with higher growth potential, use both project and corporate 

financing to raise funds to implement their investment projects. Thus, so far, our results are in line with 

the argument that PF transactions allow sponsors to mitigate debt overhang problems, working as a 

funding source diversification mechanism, and improving profitability ratios - the off-balance-sheet 

treatment of the funding raised by the SPV is crucial for sponsors since it only has limited impact on 

sponsors’ performance. Univariate analyses also corroborate the risk management motivation for 

sponsoring firms using PF. We only find evidence supporting the hypothesis that firms with higher 

information asymmetry prefer PF for switchers and considering the EPS surprise measure. Finally, as 
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larger firms are more likely to raise funds through PF than CF, our results are, at this stage, in line with 

the argument of sponsors using PF to benefit from economies of scale in relation to the issuance costs.  

5.2. Multivariate analysis 

Table 9 reports the results of the logistic regression (1) to predict firms’ choices of debt between 

PF and CF deals. Estimations were developed following a stepwise approach, focusing firstly, on all 

the firms that closed only one type of debt, either PF or CF deals (category [I] and category [II] firms, 

in Table 8) - model [8]. Subsequently, the same estimation method was extended to also include firms 

that used both instruments during the period of study, the switchers - models [9] and [10]. Finally, given 

the fact that in models [8] to [10] PF choices are 5% of the sample by number, which represents skewed 

choices made by firms, we examine the choice process for switchers only - model [11], to guarantee 

that our results are unbiased and that firms can in fact choose between PF and CF.11 

**** Insert Table 9 about here **** 

Results reported in all models of Table 9 show that firms with potential asymmetric information 

problems, relatively smaller ones, prefer corporate financing. However, as expected, the dummy 

variable former lender negatively affects the probability of observing a PF deal. A lender that has an 

established relationship with a firm, which reduces asymmetric information problems, increases the 

probability of a new investment project to be funded on-balance-sheet through CF. Moreover, our 

findings document that coefficients of the WAM variable are significant and positive, which support 

the security design literature (Flannery 1986, Diamond 1991a, 1993): borrowers seeking to minimize 

informational costs associated with liquidity risk induced by debt refinancing will choose PF rather than 

CF. PF arrangements are structured as extensive and detailed networks of contracts, enhancing the 

predictability of expected cash flow streams and, consequently, allowing SPVs to raise funding with 

longer maturities (John and John 1991, Gatti et al. 2013). 

 
11 In unreported estimations, we examine whether results presented in Table 9 are robust by considering firm fixed 

effects to address possible time invariant firm-level issues. As results remain robust in these models and we re-

estimate our models for switchers only, we present results including industry and country fixed effects only. We 

also re-estimate our models by using year times industry and country times industry fixed effects, and results are 

qualitatively the same. Results are available from the authors if required. 
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Deal size negatively affects the probability of observing a PF deal in models [8] and [9]. 

Considering that firm size can also test the economies of scale in relation to the issuance costs argument, 

in models [10] to [13], we add the interaction between firm size and deal size to further examine the 

impact of these variables on the choice process. The coefficients of the three variables, log total assets, 

log deal size, and log total assets * log deal size are statistically significant, and results show that firm 

size positively affects the likelihood of observing a PF transaction, but this effect reduces as deal size 

increases. This means that for larger investment projects, particularly those with a strong impact on the 

firms’ balance sheet and, therefore, suffering more from the deadweight costs of information 

asymmetries, firms would prefer PF to CF. That is, the implementation of considerably larger 

transactions through PF is more likely for relatively smaller firms. Results also show a significant 

positive impact of deal size in the choice of PF and that this effect reduces as firm size increases; i.e., 

while smaller firms choose PF for relatively large amounts of debt to economize on scale, larger firms 

may prefer financing investment projects on-balance-sheet through CF deals because they will have 

little impact and thus do not affect firms’ key financial ratios. Thus, firm size seems to be well suited 

to capture effects of economies of scale rather than information asymmetries, and we corroborate our 

prediction that sponsors choose PF over CF when issuing large amounts of debt due to issuance costs. 

Results from models [8] and [9] document that firms’ financial leverage does not impact their 

likelihood of accessing PF markets. We also find, contrary to what we expected, an insignificant (model 

[8]) or a significant negative (model [9]) relationship between the market to book ratio and the 

likelihood of observing a PF deal. However, to control for the possibility that PF could be advantageous 

in reducing debt overhang problems, which arise when a firm has high leverage and significant growth 

opportunities, in model [10], we include the interaction of total debt to total assets ratio with the market 

to book ratio. The insignificant impact of both the interaction term and the total debt to total assets ratio, 

implies that PF is not associated with firms with high agency costs of debt and more growth 

opportunities. Similar results are presented in model [11] for a sub-sample of switchers. So far, our 

results do not corroborate the debt overhang motivation of sponsoring firms to use PF. 

To examine if firms with higher agency costs of free cash flow increase the likelihood of PF 

vis-à-vis CF, we re-estimate model [10] by including the free cash flow to total assets ratio as an 
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additional independent variable. Contrary to what we expected, model [12] shows a significant negative 

relationship between the free cash flow to assets ratio and the probability of observing a PF transaction. 

Therefore, using firm-level data, our results do not corroborate those of Subramanian and Tung (2016), 

who find a positive relationship between industry’s free cash flow to total assets’ averages and the 

sponsoring firms’ choice of a PF transaction. It is important to note that when controlling for the free 

cash flow to total assets ratio, the coefficients of market to book ratio as well as the interaction of debt 

to total assets ratio with the market to book ratio positively and significantly affect the likelihood of 

observing a PF deal, implying that PF is associated with firms with high agency costs of debt and larger 

growth opportunity sets. We will examine this topic further in section 5.4, when focusing our analysis 

on switchers and after building a matched sample of CF deals. 

To investigate further the asymmetric information motivation, we re-estimate model [10] by 

including the EPS surprise. Results presented in model [13] show that EPS surprise positively affects 

the likelihood of observing a PF transaction, which is consistent with the notion that in a typical PF 

contracting model, asset collateralization and restrictive covenants are a useful mechanism to enhance 

cash flow predictability and thus reduce asymmetric information costs.  

We find that, when controlling for other micro and macro variables, profitability reduces the 

likelihood of accessing the PF market, which is in line with the argument that firms with lower 

profitability use PF rather than CF to implement large, risky projects. In line with PF literature (Nevitt 

and Fabozzi 2001, Gatti 2008), we thus show that firms choose off-balance-sheet over on-balance-sheet 

financing to improve or maintain sponsors’ key financial ratios. Results also show that firms that 

employ both PF and CF lending within our sample period - switchers - are more likely to choose PF 

deals when issuing new debt. Sponsors that have already participated in PF face lower transaction costs, 

which is no surprise as PF transactions are expensive to orchestrate and take longer to execute. 

Additionally, the fixed assets to total assets ratio does not affect the probability of observing a PF deal. 

Concerning variables that represent the supply side conditions of the syndicated loan market, 

results document that the less important the reputation of the lead arranger(s), as well as the larger the 

size of the bank syndicate, the higher the probability of observing a PF deal. On the contrary, a domestic 

lead arranger reduces the likelihood of a PF deal versus a CF deal. Our results only corroborate Esty 
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(2003) and Corielli et al. (2010), who point out that PF is most commonly used in riskier countries, in 

model [8]; for the remaining models, we find an insignificant impact of sovereign credit risk on the 

choice process, which does not corroborate the risk management motivation for using PF over CF. 

These results might be explained by the fact that our sample includes syndicated deals arranged for 

projects located in OECD countries, mainly in the U.S. and Western Europe (W.E.). As we expected, 

both financial crisis and sovereign crisis dummy variables significantly and positively affect the 

sponsors’ choice of PF over CF deals in all models.  

Results also document that market volatility does not affect – models [8] to [11] – or negatively 

affects – models [12] and [13] – the probability of observing a PF deal. Finally, we find that, with the 

exception of model [11] for a sample of switchers only, the yield curve slope negatively influences the 

probability of observing a PF deal versus a CF deal in all models. 

By comparing PF and CF debt choices for non-switchers, switchers and all firms, we find 

evidence that firms use PF to reduce underinvestment due to asymmetric information problems. So far, 

we do not find evidence that the debt choice is related to the agency cost motivation: results do not 

corroborate that firms with higher deadweight costs resulting from the debt overhang problem, and 

those with higher agency costs of free cash flow, are more likely to choose PF. We also find that larger 

firms choose PF rather than CF when issuing relatively large amounts of debt, because of the potential 

economies of scale in relation to issuance costs for PF. Finally, we find that firms with lower 

profitability use PF rather than CF to implement large, risky projects. PF deals allow sponsors to 

maintain financial flexibility by creating non-recourse vehicle entities. In turn, this helps sponsors 

protect or improve their financial ratios, with a limited impact on sponsors’ creditworthiness. 

5.3. The role of credit risk and funding costs on the firms’ debt choice 

In this section, we carry out a logistic regression on the various samples, with the objective of 

examining whether the credit risk and the cost of funding affect the choice between PF and CF deals. 

In other words, we first want to examine if sponsoring firms use PF to mitigate underinvestment 

problems due to distress costs; i.e., if off-balance-sheet financing can create value especially for 

sponsoring firms that are risky. Second, building on the evidence obtained in section 4 that PF deals 

have a higher cost of borrowing than CF, we analyze how such cost affects the choice process. The 
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Figure in Appendix B provides histograms measuring the percentage of firms using PF versus CF, 

grouped per Z-score quartiles. Within the set of firms with the lowest Z-scores (Q1), usage of PF 

(52.45%) is more than twice that of CF deals (22.75%) and decreases with the decrease of credit risk: 

31.81% in Q2, 12.52% in Q3 and 3.21% in Q4. For CF, we have a hump-shaped relationship; i.e., 

borrowers in the middle of the credit risk distribution tend to raise funds in the corporate syndicated 

loans market, while the most creditworthy, as well as the least creditworthy firms, use other financing 

mechanisms (e.g., corporate bonds and leases). 

Results reported in models [14] to [19] of Table 10 indicate, as expected, that the less 

creditworthy firms, on average, prefer PF to CF deals. Hence, firms with lower Z-scores prefer PF as it 

prevents contamination risk: the separation of projects in an SPV prevents the new project from 

contaminating the firm or other projects with a positive NPV. Thus, our results support the risk 

management motivation of using PF, as these SF deals are more relevant for sponsors with higher 

expected costs of distress, either from a higher probability of distress or higher costs given distress. 

**** Insert Table 10 about here **** 

Concerning the impact of WAS on the choice between PF and CF deals, results for our samples, 

including non-switchers only, switchers only, or both firm types, document that there is a significant 

positive relationship between our cost of borrowing proxy – the adjusted WAS variable – and the 

probability of observing a PF deal. Additionally, the results presented in Table 10 are similar when 

controlling for Z-score and WAS. Firms that choose PF are relatively larger, less profitable, and seek 

long-term financing to raise higher amounts of debt. Moreover, non-switchers with larger fixed assets 

to total assets ratios prefer PF over CF, an already established relationship with a lender (or a syndicate 

of lenders) decreases the probability of observing a PF deal, and transaction cost considerations may 

lead switchers to choose PF for new debt funding. Finally, when controlling for credit risk, results seem 

to support the debt overhang motivation of using PF for switchers: both market to book and the 

interaction between debt to total assets and market to book variables significantly and positively affect 

the likelihood of sponsoring firms choosing PF vis-à-vis CF. 

5.4. Focusing on the switchers and a matched sample 



 

 

33 

Sponsors that switch between PF and CF, those that use extensively both on-and off-balance-

sheet syndicated debt, may provide interesting insights into the choice determinants. Additionally, a 

switcher-focused analysis will solve endogeneity concerns that may arise in the choice between PF and 

CF in the previous sections. In fact, we do not know whether PF was chosen because the firm has high 

credit risk and did not get access to CF or because the firm had the option to choose between PF and 

CF and decided to choose PF. In this section, we examine this subsample of firms, with three objectives. 

First, our previous results show clearly that PF transactions are typically used for funding public and 

private capital-intensive facilities and utilities. As presented in Table 1, deals implemented by switchers 

are concentrated in core industries - utilities, construction/heavy engineering, oil and gas, transportation, 

real estate, and machinery and equipment industries account for 83% of the total debt raised between 

2000 and 2020. From these industries, utilities concentrate 46.33% of all syndicated lending (54.88% 

and 53.33% for switchers within 365 days and 730 days, respectively). Thus, the capital-intensive 

sector, more precisely the utilities sector, represents an interesting framework for analyzing the choice 

between PF and CF. In this way, we try to avoid limitations that may exist in previous sections by 

comparing the choice process for investment projects with similar characteristics (models [20] and [21], 

in Table 11). Second, we re-estimate model [20] by including the free cash flow to assets ratio as an 

additional control variable, to examine again if firms with higher agency costs of free cash flow increase 

the likelihood of PF vis-à-vis CF (model [22]). Finally, we re-estimate model [20] by including EPS 

surprise, a proxy for asymmetric information (model [23]). 

In addition, we use a PSM to match deals borrowed using CF and PF (see Table 8). This allows 

us to examine what is correlated at firm level with the choice between PF and CF, by matching PF with 

CF deals based on deal-level observables (year, industry, deal size and WAM). 

**** Insert Table 11 about here **** 

Columns 1 to 4 of Table 11 show that the significance and sign of the coefficients are similar 

in the four models and in line with those presented in Table 9. Our results corroborate the asymmetric 

information motivation for sponsoring firms using PF; i.e., firms that switch between PF and CF, with 

higher information asymmetry, prefer PF to CF to implement large projects. We find that while the 

dummy variable former lender has a significant negative effect on the choice of PF, the higher WAM 
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increases the probability of observing a PF deal for all models. Additionally, results in model [23] show 

that, as in model [13] of Table 9, the EPS surprise variable positively affect the likelihood of observing 

a PF transaction. 

We find that switchers choose PF for relatively large amounts of debt to economize on scale, 

as both firm size and deal size positively affect the choice of PF deals, and firms resorting to PF are less 

profitable. As with model [12] in Table 9 for all firms, model [22] again shows no evidence in favor of 

the agency cost motivation for sponsoring firms using PF versus CF, as the free cash flow to total assets 

variable has an insignificant impact on the probability of observing a PF deal. 

Results also corroborate the debt overhang motivation for switchers in the utilities industry 

(model [21]): highly levered firms with high agency costs of debt and with more growth opportunities 

prefer PF to CF to reduce leverage-induced underinvestment. Similar results are presented in models 

[24] and [25] for our matched sample. In model [25], we also control for Z-score and corroborate the 

findings obtained previously for all firms, non-switchers, and switchers samples: less creditworthy 

firms, on average, prefer PF to CF deals, which provides evidence in favor of the risk management 

motivation of using PF. 

Hence, PF transactions allow sponsors to obtain funding with longer maturities, maintain 

financial flexibility and protect their credit standing and future access to syndicated lending by creating 

non-recourse vehicle entities to carry the debt. These findings are corroborated when we use the 

switcher Fomento de Construcciones y Contratas, S.A. (FCC) as a case study. As shown in Appendix 

C, FCC closed 4 syndicated deals, 1 PF (deal closing date: May 29, 2007) and 3 CF deals (deal closing 

dates: November 6, 2006; January 18, 2007 and October 3, 2007), in the 2005-2007 period. The 3 CF 

deals have a loan purpose of ‘corporate purposes’ and the PF deal was closed in Austria by the SPE 

‘ASA Abfall Service Zisterdorf GmbH’. As can be read in the FCC 2007 Annual Report, the PF 

mechanism was used to construct and manage the ‘Waste-to-Energy Plant Zistersdorf, which is the first 

incinerator of this type in the FCC CEE Group. The plant accepts communal and commercial wastes 

and produces electricity.’ The usage of PF follows a significant increase in size, leverage and growth 

opportunities in the 3 years prior to the closing of the PF deal. Similarly, the FCC profitability and 

creditworthiness were significantly reduced between 2004 and 2006 - the return on assets ratio 
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decreased from 6.05% to 4.77%, while the Z-score declined from 1.91 to 1.13. In addition, PF allows 

FCC to obtain funding with longer maturities. 

5.5. Robustness checks 

We perform a number of additional robustness checks that further control for results in Tables 

9 to 11. First, we evaluate which of the variables have significant and independent effects on the choice 

by including only ‘capital expenditure’ or ‘corporate purpose’ loans as our CF comparators to PF. We 

thus exclude, as in Subramanian and Tung (2016), ‘asset-based’ full recourse loans with a loan purpose 

category of ‘equipment purchase’, ‘aircraft finance’, ‘ship finance’, ‘lease finance’, ‘real estate’, and 

‘telecom build-out’. Second, we examine whether debt financing choices change over time. 

Specifically, we test the robustness of our results by re-estimating our models for a pre-crisis period, 

incorporating all deals before the Lehman Brothers bankruptcy on September 14, 2008, while 

transactions thereafter occur in the crisis period. We also examined whether switchers’ choices are 

different for deals closed in the U.S. than in W.E. Overall, our estimates remain qualitatively the same. 

6. Summary and conclusions 

Decisions that affect the boundaries of the firm are among the most important faced by 

management, and have recently received a great deal of attention. This paper provides empirical 

evidence on firms’ borrowing decisions, namely on the factors that influence a borrower’s choice 

between off-balance-sheet financing via project financing (PF) and on-balance-sheet financing via 

corporate financing (CF). The paper does not support extant theoretical literature suggesting that PF 

deals reduce the cost of borrowing vis-à-vis comparable CF deals. We find that PF deal’s adjusted 

weighted average spread is higher than that of CF deals and changes in PF sponsors’ credit risk are not 

significantly different when compared with a matched sample of CF users. 

By comparing firms’ debt choices, our results are consistent with the use of PF as a mechanism 

that facilitates the reduction of the deadweight costs from asymmetric information problems and 

mitigates underinvestment problems due to distress costs. Interestingly, we find that firms resorting to 

PF are less profitable than comparable firms and that transaction cost considerations lead switchers to 

choose PF for new debt. Finally, results show that public firms choose PF for relatively large amounts 
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of debt to economize on scale, and switchers in the utilities industry with high agency costs of debt and 

with larger growth opportunity sets are more likely to choose PF rather than CF. 

Our results are important for financial intermediation because we show that borrowers’ 

characteristics, contractual specific features and macroeconomic factors affect the choice between PF 

and CF deals. Our results are important to corporate finance because syndicated loans are a primary 

source of debt financing for large publicly traded corporations (Becker and Ivashina 2013). 

Additionally, our results are consistent with the use of PF to mitigate the debt-overhang problem, reduce 

asymmetric information costs, and improve risk management in capital-intensive industries by creating 

a ‘nexus of contracts’ between the players involved. These results are stronger for switchers. Finally, 

our evidence is important for regulators. Considering the important role of PF in promoting public 

investment, not only during the European sovereign debt crisis, but also in the global economic recovery 

in the post-Covid-19 pandemic, regulators should rethink the higher capital requirements imposed by 

Basel III capital adequacy standards on banks’ PF business. 

The contract design theory posits that a debt contract is a vector of several terms such as price, 

maturity, collateral, and covenants (Allen and Winton 1995, Hart 2001). Even if our results show that 

price terms were higher for PF than for CF deals, other contractual non-price aspects might be 

systematically different, thus imposing different all-in true costs. The theoretical optimum is obtained 

when marginal all-inclusive costs equal marginal all-inclusive benefits, and not only weighted average 

spreads as in our analysis. We, therefore, consider that further analysis of the impact of PF on 

sponsoring firms’ cost of borrowing, considering other terms that affect contract design, is an important 

avenue for future research. Structured finance activities provide an interesting opportunity to study the 

determinants of the boundaries of the firm, and to gain a better understanding of the effect of the 

organization of corporate investment on firm value. We think that an analysis of why firms use off-

balance-sheet vehicles to finance large transactions such as leveraged acquisitions, structured leases and 

asset securitization deals are important contributions to this literature. 
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